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This document provides guidance for employers on how to 
involve workers in the assessment of algorithmic systems 
used in the workplace that may have significant effects on 
access, conditions and quality of work (‘Good Work’).1 

As a complement to this guidance, we have produced two 
resources to help improve accessibility and understanding 
of the ways in which algorithmic systems can impact work. 

First, the Good Work Charter identifies the main legal and 
ethical frameworks that apply to work access, conditions 
and quality of work. Toolkit 1 can help identify legal and 
ethical impacts in the workplace. 

Second, ‘Understanding AI at Work’ provides accessible 
explanations of how human choices in the design, 
development and deployment of AI at work are determined 
by human choices. This considers impacts to fairness – 
including equality – but goes beyond this to consider wider 
possible impacts on Good Work. 

These resources, together with this guidance, will help 
employers assess the wide range of impacts that AI and 
other algorithmic systems may have on Good Work. 
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The principles of ‘good work’ 
should be recognised as 
fundamental values … to guide 
development and application of 
a human-centred AI Strategy. 
This will ensure that the AI 
Strategy works to serve the public 
interest in vision and practice, and 
that its remit extends to consider 
the automation of work. 
All Party Parliamentary Group on the Future of Work2 
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AI at work – why guidance is needed
Artificial intelligence (AI) and algorithmic systems 
are increasingly used in the workplace, and 
designed, developed and deployed in ways 
which can transform access to, conditions of, 
and quality of work.3 When well designed, these 
technologies offer new opportunities to increase 
efficiency, augment capacity and drive growth. 
But this transformation is also driving a wide 
range of social, psychological and material 
impacts.4 This means that employers face new 
opportunities and challenges as they try to 
maximise the positive, and minimise the negative 
outcomes for their businesses and workers. 

Whether it be about how their rights are 
respected,5 how their working conditions are 
likely to change, or how their interests are 
balanced with those of the business,6 workers 
need confidence that these systems are being 
used fairly and transparently. This requires 
significantly higher levels of transparency and 
workforce involvement. 

Responsible employers increasingly recognise 
the merits of this approach. Greater transparency 
about the purpose, remit and likely outcomes 
of algorithmic systems, and the time, space and 
process required for evaluation by those affected, 
underpins effective risk management and trust.7 

More widely, there is increasing recognition 
that meaningful stakeholder engagement at 
work (and in other high stakes environments) is 
integral to understanding impacts, promoting 
good work and building a trustworthy and 
responsible AI ecosystem.8

However, a marked absence of guidance hinders 
employers from delivering this in practical, 
context-sensitive ways.9 In particular, there is no 
guidance on how to involve workers and their 
representatives in the assessment of impacts 
on work and working people. Supported by the 
United Kingdom Information Commissioner’s 
Office (ICO), the Institute for the Future of 
Work (IFOW) aims to fill this gap by providing a 
framework and methods for worker involvement 
in the assessment of algorithmic systems on 
good work, with a particular focus on new 
methods for worker involvement. 

The guidance is intended to complement the 
work of the ICO, including the recent publication 
of draft guidance ‘Monitoring at Work’,10 as part 
of a forthcoming wider suite of employment 
practices guidance and an update to the 
Fairness in AI content of the ICO Guidance on AI 
and Data Protection. The guidance pays careful 
attention to data protection principles, rights 
and responsibilities. With caveats explored 
below, these materials can be seen as a gateway 
through which other legal, ethical and social 
principles of good work come to life to champion 
human-centred and responsible AI in the 
workplace.11

Our model – the Good Work Algorithmic Impact 
Assessment (Good Work AIA) – uses IFOW’s Good 
Work Charter as a framework to combine the 
technical, legal, social and ethical dimensions 
of evaluation.12 Our guide recognises that 
worker involvement is particularly important to 
ascertain and respond to the social and ethical 
impacts of algorithmic systems on good work, 
but it is also important to understand and 
anticipate the full range of legal impacts and can 
help demonstrate legal compliance.

“The Institute for the Future of Work’s  
 Good Work Charter is a useful checklist 
 of AI impacts for risk and impact 
 assessments—for instance, in a workplace 
 context, issues relating to access, fair 
 pay, fair conditions, equality, dignity, 
 autonomy, wellbeing and support”
 Lord Clement Jones, Former Chair of the House of Lords AI Committee, 13 July 202213
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When should this guidance be used?

A Good Work AIA should be undertaken 
where any algorithmic system is designed, 
procured or deployed to make or inform 
decisions about access or terms and 
conditions of work, including pay, 
promotion, work allocation, evaluation of 
performance, and discipline. This guidance 
recommends that a Good Work AIA is 
also undertaken when there is a risk of 
significant impact to any other dimension 
of Good Work.

What is an algorithmic system?

We define an ‘algorithmic system’ as a data 
driven software process that uses one or more 
algorithms designed, developed and deployed 
by humans, operating in an institutional 
context. For the purposes of this guidance, an 
algorithm is defined as a sequence of instructions 
programmed in a computer, designed to 
complete a task or solve a problem.

Within this definition of an algorithmic system, 
we include computational statistics, complex 
systems and AI and machine learning (ML) 
(including knowledge or rule based systems, 
and supervised and unsupervised machine 
learning).

The properties of the software and hardware, 
as well as the institutional choices about how 
these are designed and implemented within 
a business, are all relevant to determining the 
impacts of the system at work, which may also 
be cumulative in nature.

Recognition that human choices shape 
technology and determine outcomes reflects 
a socio-technical approach.

How to use this guidance

This guidance is intended to help employers 
and engineers involve workers and their 
representatives effectively in designing, 
developing and deploying algorithmic systems 
to:

→ anticipate and manage risk

→ promote good work 

→ comply and demonstrate compliance with 
 the law

→ unlock innovative approaches

→ build trust in technology
 

The guidance is directed at any employer who 
uses – or is thinking of using – algorithmic 
systems in the workplace that may impact 
access, conditions or quality of work. The 
guidance covers all employment and other 
worker relationships. It may also be useful to 
engineers, third party contractors, platforms 
and unions. 

This guidance is adaptable for businesses 
of different sizes, resource capacities and 
capabilities, operating in different sectors. 
Similarly, our methods can be adapted to 
suit different contexts, different points of 
intervention, and the proximity, severity and 
likelihood of anticipated impacts.14 

The Institute for the Future of Work intends to 
support organisations to pilot the Good Work 
AIA methodology and develop further iterations 
and refinements to our guidance over time. 
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The Good Work AIA at a glance

Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement7 Institute for the Future of Work

INTRODUCTION

Stage 2
Undertake an ex ante risk and 
impact analysis
a) Undertake a group exercise for 
 value mapping
b) Review key design choices and
 document key risks
c) Develop scenarios and user 
 journey stories
Produce a Risk Assessment 
Report

Stage 3
Taking appropriate action in 
response to the ex ante analysis 
a) Select target risks
b) Identify mitigations
 → Rights and entitlements  
 → Distributed rewards 
 → Universal design changes 
 → Tailored design changes
Produce an Impact Mitigation 
Plan

Stage 4
Continuous evaluation to 
ensure assessment and 
appropriate action is ongoing 
and responsive 
a) Establish forum for ongoing 
 dialogue
b) Consider terms of reference
c) Identify different sources of 
 feedback

Context Based Risk 
Assessment 
Identify relevant accountable 
agents within the organisation, 
and document key design 
choices regarding design,
development and proposed 
approach to deployment.
Produce a Key Design 
Choices Report

Stage 1
Identifying individuals who may 
be impacted
a) Identify total population
b) Chose sampling approach 
 → Representative  
 → Elective 
 → Direct 
 → Purposive
Produce a Stakeholder 
Engagement Report

Commit to the process
Once the Context Based Risk 
assessment is completed, 
the group of accountable 
agents should make a series of 
commitments about completing 
the process of Good Work AIA.
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Just as the future of work is not fixed, the outcomes of technology 
are not pre-determined. Human choices and values determine which 
technology is made, how technology is designed, deployed and used, 
and these choices determine outcomes or ‘impacts’ on work and 
workers. These changes can and should be for the betterment of work. 

There is growing consensus that to drive and design-in beneficial 
outcomes, as well as manage risks, a socio-technical approach is 
needed.15 The International Organization for Standardization (ISO)16 and 
National Institute of Standards and Technology (NIST)17 both highlight 
the importance of recognising how social and technical capabilities 
relate in practice to effectively govern AI.

Current forms of assessment of algorithmic systems vary, including 
mandatory (where the processing is likely to result in high risk, 
Article 35(1)) Data Protection Impact Assessments, more voluntary 
technical audits, such as those which review the ‘robustness’ of systems, 
through to more ethical impact assessments, which evaluate the way a 
system works against values and principles.18 Our approach integrates 
these approaches. In particular, we recommend incorporating the Data 
Protection Impact Assessment (DPIA), for which the ICO has published 
detailed guidance. As we explain below, we recommend taking a broad 
approach to the mandatory (as above) DPIA and building out from it so 
that assessment extends to all good work impacts. 

In this chapter, we set out the rationale for an employer to use Good 
Work AIA with a focus on worker involvement to implement an effective, 
socio-technical approach.

The case for Good Work AIA
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Established principles in the field of AI ethics 
include fairness, accountability, sustainability, 
safety and transparency.19 However, these 
frameworks are not designed to consider the 
full spectrum of intersections between good 
work and algorithmic systems. In this context, 
we have conducted a bespoke review of legal, 
ethical and regulatory bases for good work 
including those which relate to AI governance. 

The Good Work Charter provides an organising 
framework for aspiration, alignment and action 
to shape a fairer future of better work. It sets 
out ten fundamental principles of ‘good work’ 
– work which promotes dignity, autonomy 
and equality; work with fair pay and good 
conditions; work where people are properly 
supported to develop their talents and 
maintain a sense of community. The principles 
are interdependent and interrelated – seeking 
improvement in one area (e.g. conditions)
 is likely to support improvement in others 
(e.g. wellbeing). The Charter aims to encourage 
dynamic, values-based policy and practice as 
businesses introduce new technology.20 

Importantly, the Charter also captures 
fundamental rights and interests as they 
apply in the workplace. We have published a 
synthesis of AI ethical principles on algorithmic 
systems which apply to the workplace as a 
‘checklist’ against which the impacts on work 
can be surfaced and evaluated.21 

Research has also demonstrated that the 
use of AI at work can impact all good work 
principles22, such as fair pay23, terms and 
conditions24, equality25, dignity26, autonomy27, 
participation28, learning29, and wellbeing30. 
The charter therefore acts as a checklist of 
social economic and ethical impacts. 

Identifying relevant risks and impacts
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Good Work Principles

For our review of the legal, ethical and 
regulatory bases of good work principles, 
follow the links below.
  
Access

Fair Pay

Fair Conditions

Equality

Dignity

Autonomy

Wellbeing 

Support 

Participation

Learning

https://www.ifow.org/toolkit/the-good-work-charter#section-4
https://www.ifow.org/toolkit/the-good-work-charter#section-5
https://www.ifow.org/toolkit/the-good-work-charter#section-6
https://www.ifow.org/toolkit/the-good-work-charter#section-9
https://www.ifow.org/toolkit/the-good-work-charter#section-10
https://www.ifow.org/toolkit/the-good-work-charter#section-7
https://www.ifow.org/toolkit/the-good-work-charter#section-1
https://www.ifow.org/toolkit/the-good-work-charter#section-2
https://www.ifow.org/toolkit/the-good-work-charter#section-3
https://www.ifow.org/toolkit/the-good-work-charter#section-4
https://www.ifow.org/toolkit/the-good-work-charter#section-5
https://www.ifow.org/toolkit/the-good-work-charter#section-6
https://www.ifow.org/toolkit/the-good-work-charter#section-7
https://www.ifow.org/toolkit/the-good-work-charter#section-8
https://www.ifow.org/toolkit/the-good-work-charter#section-9
https://www.ifow.org/toolkit/the-good-work-charter#section-10
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A note on participation 

Notably, participation is a distinct principle 
in the charter. This reflects the right and 
expectation that a person should be involved 
in decision-making where their interests are 
affected, including the determination and 
improvement of working conditions, and 
should help shape an environment that allows 
them to flourish. In this guidance, however, 
participation is elevated to enable the best 
assessment of risks and impacts across all 
dimensions of the Charter. This is because the 
first-hand experience of people who are (or will 
be) interacting with an algorithmic system is 
required to ascertain the breadth, nature and 
severity of actual and likely risks and impacts. 
Adverse impacts and the practical or ethical 
concerns of workers cannot be forecast on 
their behalf31 and the impact of iterative 
use may change, or only be detected, over 
time. This means that workers and their 
representatives can be seen as ‘domain experts’, 
and need to be involved in the context-sensitive 
and ongoing assessment of impacts 
experienced across the dimensions of the 
Good Work Charter. This is particularly 
important where algorithmic systems increase 
information asymmetries between employers 
and workers.32 

Worker involvement is also necessary to 
ascertain new, invisible or unintended 
consequences. Examples highlighted in 
international guidance on AI include impacts 
on people’s dignity where there is a “chilling 
effect” on behaviour,33 and on autonomy, 
where worker ability to make decisions can 
become impeded.34 In many cases, these 
impacts may not have matured to the point of 
formal recognition as a health and occupational 
hazard. Here, worker involvement may unlock 
important information and interpretations of 
impacts on Good Work.

A wide range of ‘“hard’” and ‘“soft’” 
legal instruments reflect the principle of 
participation: that the individual or community 
affected by a decision should be involved 
in the decision-making process. These 
instruments range from the UK Information 
and Consultation Regulations to the 
requirement to consult data subjects or their 
representatives as part of a Data Protection 
Impact Assessment, where the processing is 
likely to result in high risk to the rights and 
freedoms of individuals in the UK’s General 
Data Protection Regime.

For further information, please see ICO’s 
guidance on DPIAs35, Prospect-IFOW joint 
guidance36 and IFOW summary of legal and 
ethical principles relating to the Good Work 
Charter.
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Access

Fair Pay

Fair Conditions

Equality

Dignity

Autonomy

Wellbeing 

Support 

Participation

Learning

Principle Example risks and impacts Example opportunity

Algorithmic systems can be used to substitute for 
tasks or jobs, changing overall demand for workers, 
or track time for task completion to allocate shifts.

Algorithms can be used to exploit wage elasticities 
by dynamic pricing or be introduced as part of 
new business models which see cost burdens 
transferred to workers.

Algorithmic systems can be used to transition 
a workforce from regularised to predictively 
scheduled work, with a view to increasing insecure 
contracts and changing terms of work.

Algorithmic systems can be used to make decisions 
about workers on the basis of historic patterns 
commonly reproducing inequalities of history by 
projecting these into the future.

Algorithmic systems can be used to monitor 
workers in ways which lead them to feel they are 
less trusted, valued or respected.
 

Algorithmic systems can be used to specify exactly 
how tasks should be completed, with impacts on 
workers’ sense of agency. 

Algorithmic systems can create power asymmetries 
which lead to feelings of anxiety and vulnerability, 
driving psychosocial harms or ‘technostress’37.

Algorithmic systems can be used to eliminate 
management roles, reducing worker access to 
redress for incidents at work or support around 
workload management.38 

Algorithmic systems can be used to detect worker 
dialogue about membership of unions and reduce 
space for dialogue or attempts to collectively 
bargain. 

Algorithmic systems can elicit work methods and 
storing information about how work is conducted, 
deployed to reduce the use of independent thought 
and space for learning. 

Algorithmic systems can be used to create new roles 
in firms, enable wider participation of those with 
different abilities, or identify ‘unusual suspects’ as 
candidates for a role.

Algorithmic systems can be used to improve 
efficiency of production, creating financial gains 
which can be shared with workers.

 

Algorithmic systems can be used to track and reveal 
working conditions and inform the development of 
better work.

 

Algorithmic systems can be used to reveal 
inequalities, monitor impacts more closely and 
suggest interventions to promote equality.

Algorithmic systems can be redesigned in ways 
which promote human capabilities and recognise 
individual differences.
 

Algorithmic systems can be used to help promote 
workers’ discretion around when and where they 
complete tasks.

 

Algorithmic systems can be used to tailor experience 
of work to individual preferences, such as offering 
different patterns of shift times or types of tasks 
within the working day. 

Algorithmic systems can be used to enable workers 
to communicate with peers for support, reducing 
managerial oversight.

Algorithmic systems can be used to generate 
insights which can inform understanding around 
working conditions and support improvements.

 

Algorithmic systems can be used to create roles 
which require more critical thinking and analysis 
by workers, complementing their capabilities. 

Table 1: Example risks, impacts and opportunities of algorithmic systems at work
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https://www.ifow.org/toolkit/the-good-work-charter#section-1
https://www.ifow.org/toolkit/the-good-work-charter#section-2
https://www.ifow.org/toolkit/the-good-work-charter#section-3
https://www.ifow.org/toolkit/the-good-work-charter#section-4
https://www.ifow.org/toolkit/the-good-work-charter#section-5
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Data Protection Impact Assessments 

Article 35 of the UK GDPR requires a data 
protection impact assessment (DPIA) at work 
whenever “a type of processing, in particular 
using new technologies…is likely to result 
in a high risk to the rights and freedoms [of 
workers].”39 The DPIA is required before the data 
processing. High risk is not defined but recitals 
expressly require a DPIA where there is systematic 
profiling (Article 35(3)) on which significant 
decisions are based and extends to non-physical 
risks, in particular when performance and 
behaviour is analysed or predicted (Recital 75).40 

This means that the use of algorithmic systems 
at work will trigger the legal requirement for 
a DPIA in most cases, when the technology 
or approach is novel or if there are significant 
elements of automated decision making. A DPIA 
is certainly required for decisions concerning 
work, allocation, payment, access to benefits, 
potential disciplinary matters or any contractual 
matters. In this sense, the DPIA can act as a 
window into assessment of other rights and 
freedoms of workers. In this guide, we therefore 
propose that it is best practice for employers to 
conduct assessments not only on impacts on data 
protection, but for any use of algorithmic systems 
which may impact access, conditions or quality of 
work to data subjects, with good work defined by 
the Good Work Charter.41 

The DPIA must assess the impact of the envisaged 
processing, the risks it poses to workers’ rights 
and freedoms, the proportionality of using the 
algorithmic system and risk mitigation measures. 
The ICO guidance emphasises that a DPIA should 
be clear, comprehensive and thorough and must 
explicitly address the risks that the algorithmic 
system creates. It also requires consideration 
about whether the employer’s objectives can be 
achieved through less intrusive means, and the 
consultation of data subjects. Disclosure of the 
DPIA itself is not required by the UK GDPR but is 
increasingly recognised as best practice. If a DPIA 
identifies high risk which cannot be mitigated, 
prior consultation with the ICO is required.

Automated decision-making 

The UK GDPR provides additional protection 
when data processing is “solely automated” 
and has a “significant or legal” effect on 
the worker.42 Article 22 restricts significant 
and solely automated decision making and 
requires “suitable safeguards” to be put 
in place in the narrow cases where such 
processing is permitted.43 International 
guidelines and lawyers have proposed that 
appropriate safeguards may include worker 
participation and impact assessments. 

Legitimate interests 

Employers often rely on the ‘legitimate 
interests’ basis for processing worker data. 
This lawful basis requires the employer to 
identify the legitimate interest, show that 
the processing is necessary to achieve it, and 
carefully balance this against the workers 
interests, rights and freedoms. Again the Good 
Work Charter serves as a useful checklist to 
aid this balancing exercise. This assessment 
overlaps with the DPIA but is a separate 
obligation on employers. It also requires 
documentation, adding weight to our policy 
case for a Good Work AIA.44 In summary, a 
detailed assessment of the impacts of an 
algorithmic system on workers and ‘good work’ 
is desirable and – frequently – mandatory. 
Worker involvement in this assessment is 
certainly useful and often required. 
 

Compliance with Data Protection Law
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Technology has the potential to improve work 
and enhance efficiency,45 but this outcome 
is not inevitable and must be consciously 
designed, with careful consideration of both 
positive and negative impacts on good work.46 
IFOW has previously highlighted the business 
case for promoting good work through 
technology introduction and shown how 
this plays out at the level of the individual, of 
the firm and of society.47 Poor job quality is 
associated with higher absenteeism, greater 
health problems, more health-related early 
retirements and increased turnover rates. 
All these aspects have a direct link to worker 
productivity and, in turn, firm performance. 
A good working environment is not only welfare 
enhancing but also economically efficient.48

The introduction of technology presents a 
unique challenge and opportunity for work 
redesign and improvement of good work 
outcomes. It should therefore be treated as 
a key moment for workforce involvement in 
decision-making to maximise benefits and 
minimise risks for both workers and businesses. 
Empirical evidence has demonstrated that 
various forms of worker participation can 
promote organisational performance.49 
One study cites a 14% higher productivity rate 
where worker voice and representation is high.50 
Involvement also helps a firm be an intelligent 
customer when procuring technology: 
providing a clearer view of how work is done 
on the frontline and ensuring systems are 
compatible. 

For example, participatory design of shift-
scheduling technology can enable workers to 
improve their sleep patterns, allowing them 
to come to work feeling better – translating 
as higher ‘workability’.51 More importantly, 
participation in decision-making can 
improve worker wellbeing by leading to more 
intrinsically rewarding work,52 and can drive 
higher levels of satisfaction with pay.53 

Best practice Consultation 

The UK GDPR specifically requires the 
data controller (the employer) to seek the 
views of data subjects (workers) or their 
representatives on intended data processing 
“where appropriate” as part of conducting 
the DPIA. The form, content or timeline for 
the consultation is not specified, nor are 
the ‘appropriate’ circumstances for this 
engagement. The ICO suggests organisations 
should seek and document the views of 
individuals (or their representatives) unless 
there is a good reason not to, providing further 
support for the Good Work AIA. It is anticipated 
that the ICO will provide additional guidance 
on this point as part of its 2023 update.
 
In summary, worker involvement in the 
assessment of impacts at work is likely to 
be necessary to meet binding national and 
international law and standards.
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People are more likely to embrace systems that 
are deployed by businesses with their informed 
consent.54 Engagement is also associated with 
higher levels of trust between workers and 
employers, which is especially important when 
algorithmic systems are deployed at work. 

Key decisions about how algorithmic systems 
are designed, and what they are designed to 
achieve, significantly determine impacts. 
For choices and trade-offs to adequately reflect 
shared moral values and socio-legal norms, 
these decisions must be disclosed so that 
contextually-sensitive value judgements can 
be made. 

This is especially important given the tendency 
for algorithmic systems to be designed in 
ways which centralise control.55 Approaches 
to algorithmic management which drive 
concentration of power can fail to deliver 
productivity,56 while also undermining 
legitimacy. Good Work AIA can remedy this 
through participation. Algorithmic systems 
encode aspects of our shared reality, about 
which people may reasonably disagree.57 
In this context, when considering questions 
about fairness in AI, it is important to have 
adequate information to address the question 
not only of ‘are these decisions fair?’ but also: 
‘is it fair to automate these decisions?’58 

Become an industry leader in 
responsible innovation 

In spite of widespread recognition that novel 
tools for risk management are needed for the 
deployment of AI at work, very few practical 
applications have been developed, or piloted. 
International legislators are taking action to 
enforce accountability mechanisms.59 Currently, 
the UK government is taking an approach which 
centres responsible behaviour by business. 
This creates an opportunity for businesses to 
take the lead in demonstrating how effective 
governance can work, pre-empting regulation. 

In this context, undertaking a Good Work AIA, 
as presented in this guidance, will render 
organisations trailblazers in the practice of 
a responsible AI and valuable stakeholders 
in the emerging, wider ecosystem informing 
the development of future regulation. This is 
particularly important as intersections with 
existing architectures of accountability continue 
to be worked out. 
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Context Based Risk Assessment 

This is necessary to undertake before any 
Good Work AIA process can be completed. 
This should generate a Key Design Choices 
Report, used as a diagnostic and information 
to inform subsequent stages of the process. 
This involves mapping decisions, and 
addressing clearly identifiable risks ahead 
of any participatory exercise. 

Good Work AIA 

Stage 1
Identifying individuals who might be 
impacted 

This stage sets out methods for identifying 
relevant worker stakeholders. How the sample 
is chosen should reflect organisational size, 
preferred methods for undertaking risk 
assessment, and resource commitment. 
A summary of these choices should be 
recorded as a Stakeholder Engagement 
Report.

This chapter sets out the process for a Good Work AIA. Our model for 
Good Work AIA, based on a review60 of existing models of algorithmic 
impact assessments (AIAs), has four key stages, preempted by a Context 
Based Risk Assessment. Each of these stages involves documenting 
decisions made, which is a core tenet of accountable decision making.61 

Getting ready for a Good Work AIA
CHAPTER 2
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Stage 2
Undertaking an ex ante risk analysis 

In this stage risks arising from proposed 
problem definition, and approach to design 
and deployment, are identified through 
participatory exercises involving workers as 
experts. This should build on the context 
based risk assessment and may develop 
proposed mitigations. This should produce 
a Risk Assessment Report. 

Stage 3
Taking appropriate action in response to the 
ex ante analysis 

In this stage, risks are ranked and prioritised, 
new mitigations are identified for any risks 
which do not have proposed solutions, and 
appropriate actions are decided. This should 
produce an Impact Mitigation Plan. 

Stage 4
Continuous evaluation to ensure assessment 
and appropriate action is ongoing and 
responsive 

If the system is deemed viable for deployment, 
ongoing systems should be created to ensure 
avenues for access to redress, and to enable 
ongoing monitoring of unforeseen impacts, and 
evaluation of the success of mitigations in the 
Impact Mitigation Plan. This is best mediated 
via a dedicated forum. 



The Good Work AIA process is designed to 
identify, preempt, manage and mitigate 
social, legal and ethical risks, and further, 
to advance good work. Undertaking a 
context-based risk assessment should assist an 
organisation to ensure they are approaching 
adoption responsibly, and show demonstrable 
commitment to promoting good work ahead 
of any involvement of wider stakeholders.
This should also promote trust. 

Employers should go on to conduct a Good 
Work AIA where an algorithmic system involves 
supervised, unsupervised or reinforcement 
machine learning to make or inform a decision 
about access or terms and conditions of work, 
including pay, work allocation, evaluation of 
performance, or discipline of workers. 

Choices made in the design, procurement 
and deployment of an algorithmic system 
will determine these impacts. For this reason, 
context-based risk assessment involves 
reflecting on and documenting key design 
choices.

Context Based Risk Assessment

What is a risk?

The characteristics or properties of an AI 
innovation context that could contribute 
to some outcome (or outcomes) that 
negatively impact key ethico-legal 
principles of good work.

Who completes a Context Based 
Risk Assessment?

Organisations using AI or algorithmic 
systems as part of wider workplace 
transformation increasingly rely on 
dedicated teams to ensure design is in 
line with organisational values, and legal 
requirements for Good Work. 

Organisations should establish 
architectures for responsible innovation 
which bring together key accountable 
agents. This should include the Data 
Protection Officer, Health and Safety 
Officer, Human Resources, Chief 
Technology Officer, Internal Audit Officer, 
Chief Compliance Officer, all of whom 
may all hold responsibility for potential 
impacts.

Wherever there is a union representative, 
they must be involved (see recommended 
role for unions in guidance on Algorithmic 
Impact Assessments by the Trades Union 
Congress). It is also recommended that at 
least two frontline workers are involved 
in this process (see ‘purposive sampling’, 
on page 30). 

As context based risk assessment involves 
recording key choices about planned 
design, development and deployment. 
These together form a record of key 
design choices.

CHAPTER 2

Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement18 Institute for the Future of Work



Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement19 Institute for the Future of Work

Where businesses are procuring technology, 
they should ensure access to information from 
providers. This is critical as providers, being 
data controllers, are responsible for system 
outcomes. 

We recommend that at least two frontline staff 
are involved in these choices. Full methods for 
involvement across the following four stages of 
Good Work AIA are set out from Stage 2. 

Key decisions which can determine impacts are 
made at various points in the process including 
in particular: 

→ Design

→ Development 

→ Deployment 
 
All decisions should be consciously planned and 
recorded. We recommend that any organisation 
already deploying algorithmic systems at 
work consider retrospectively creating such an 
inventory of the design choices made at each 
of these stages. For further information on the 
key decisions which can determine impacts to 
equality from the design of algorithmic systems, 
please see our Mind the Gap Report.62 

Design 

Organisations do not always clearly define the 
problem to be solved ahead of implementing 
technological solutions.63 A poor approach 
to problem definition and understanding 
relationships between technical and social 
systems is likely to obstruct productivity gains, 
and increase negative over positive impacts on 
Good Work.64 

Where the proposed system involves the 
processing of personal data, there is also a 
legal obligation to understand the purpose 
and objectives of a system to verify it has a 
lawful basis.65 For any balancing of interests, 
the specific forms of benefit to a business 
should be known. 

When defining the problem, it is important to 
clearly articulate: 

A) The problem to be solved by 
technology and rationale for this.

Is the technology solving an identified problem 
in relation to workforce management? 

If so, what other solutions were considered? 

If workers are not involved in problem 
definition, are employers confident they 
understand the workflow?66

B) The intended or desired new forms 
of value creation from adoption.

Substitution

Technology conducts tasks previously 
conducted by people, to generate efficiencies. 

This may impact upon Access to work.
  

Documenting Key Design 
Choices

CHAPTER 2
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Deployment

Development

Design

When planning implementation, conscious choices should 
be made about the proposed integration of an algorithmic 
system within the social infrastructure of a business (team 
structure, job design, hierarchies of responsibility). Decisions 
about this should be made explicit.

Physical Integration – For instance, how will the system be 
embedded in working life, and what hardware will it use?

Social Integration – For instance, who will have access to or 
view recommendations or reports from the system? 

Oversight – For instance, who is the named accountable 
agent for the system? 

Businesses procuring an algorithmic system or designing 
one in-house should clearly record or require from the 
provider or developer a summary description of the 
algorithmic system including its capabilities, the outcomes 
and optimisation functions, training methodologies and 
datasets used, the relative weighting of different variables, 
the techniques used to test and validate the system, 
trade-offs made between different measures, and 
recognition of policies relevant to the procurement of the 
system during processes of audit and rationale.

If the system is developed and/or operated by a third-party, 
additional information should be ascertained including 
the name of the third-party contracted, name of software, 
policies and processes relevant to procurement, and 
relationships and procedures of accountability.

Documenting
key decisions
overview

1

A poor approach to problem definition and understanding 
relationships between technical and social systems is likely 
to obstruct productivity gains, and increase negative over 
positive impacts on Good Work.

When defining the problem, it is important to articulate: 

a) The problem to be solved by technology and rationale 
 for this.

b) The intended or desired new forms of value creation 
 from adoption.

c) Explicit or implicit expectations about changes to job or 
 task design.

2

3



Creation 

Technology creates new potential roles. 
This can come at the same time as substitution 
and/or drive ‘high discretion augmentation’. 

This may impact upon Fair Pay, Learning and 
Access to work.

Telepresence 

Algorithmic systems can be used to execute 
managerial functions, without managerial 
presence (‘algorithmic management’). 
Systems may be used to make or augment 
managerial decisions relating to restricting 
and recommending, recording and rating, 
replacing and rewarding.67 These functions 
can have myriad effects on good work. 

This may impact upon Access, Fair Conditions, 
Autonomy, Dignity, Support and Learning

High Discretion Augmentation

Workers use technological tools to improve 
product quality or efficiency.   

This may impact upon Fair Pay, Learning and 
Access to work.

‘Low Discretion’ Augmentation 

AI can be used to reduce the ‘cognitive load’ 
of workers, delimiting their choice environment 
and reducing skill required for work. 

This may impact upon Fair Pay, Learning, 
Dignity, Autonomy and Wellbeing.

Intensification

Algorithms can be used to monitor, track 
and schedule tasks for workers, reducing 
‘non-productive time’ within the working day.

This may impact upon Fair Pay, Learning, 
Dignity, Autonomy and Wellbeing.

Wage Matching

There are a range of mechanisms by which 
algorithmic systems can transform wages, 
without substituting labour. For instance, 

→ Dynamic pricing to exploit wage elasticities 

→ Predictive, flexible scheduling of shifts 

→ Suppression of collective bargaining68

This may impact upon Fair Pay, Learning, Dignity, 
Autonomy and Wellbeing.

C) Explicit or implicit expectations 
about changes to job or task design.

a) Under which forecasts and assumptions is 
 the system meant to save capacity? 

b) Which if any tasks or roles will be substituted 
 or changed?

c) Which if any tasks or roles will be created? 

d) Which tasks, which workers, in which 
 contexts?

Undertaking this process is important to 
support review of changes to the ‘objective’ 
characteristics of Good Work. Examples are 
provided in the checklist below. Questions 
should start open and then narrow in on any 
specific concerns that have been identified. 
Please note that the checklist assumes 
compliance with the law, which should be seen 
as a minimum requirement. Reviewing with a 
view to compliance with the law is a minimum.
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If the system is developed and/or operated by 
a third-party, additional information should be 
ascertained including:

a) name of the third-party contracted;

b) name of the software;

c)  organisational policies and processes 
 relevant to procurement;

d) the relationships and procedures of 
 accountability; the competence, authority, 
 and accountability of the human persons 
 involved.

Development

Businesses procuring an algorithmic system or 
designing one in-house should clearly record 
or require from the provider or developer the 
following aspects of design.69 The terms used 
below are defined in the glossary.

a) A summary description of the algorithmic 
 system including its capabilities, remit 
 and proposed applications for full or 
 semi-automated decision-making.

b)  The outcomes and optimisation functions 
 (including key constructs used to evaluate 
 and assess, such as those relating to 
 monitoring, evaluating or managing work, 
 recruitment, promotion, dismissal).

c) The training methodologies and datasets 
 used.

d)  The relative weighting of different variables 
 selected to predict, rank or classify data 
 subjects.

e)  The techniques used to test and validate the 
 system, including outcomes of technical 
 audits verifying robustness, privacy, 
 explicability and fairness in system 
 development.

f)  Trade-offs made between different measures 
 during processes of audit and rationale given 
 in plain language.

g)  Recognition of policies relevant to the 
 procurement of the system,70 noting cultural 
 and institutional heritage of the system and 
 possible need to amend these to fit the 
 culture, norms, ethics etc. of the deploying 
 institution and legal location.

Commercially conscious 
procurement

If these features are not understood by 
employers, who are accountable agents, 
the system should not be used to make 
decisions about or determine access, or 
terms or conditions of work.71 

The above information is necessary 
to inform any Good Work AIA and to 
adequately forecast and understand risk. 
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Deployment planning 

‘In the context of AI systems, ensuring that 
written policies and procedures address key 
roles, responsibilities and processes at all stages 
of the AI model lifecycle is critical to managing 
and detecting potential overall issues of AI 
system performance’.72

Algorithmic systems become embedded 
within the wider culture and decision-making 
structures of a firm. 

When planning implementation, conscious 
choices should be made about the proposed 
integration of an algorithmic system within 
the social infrastructure of a business 
(team structure, job design, hierarchies of 
responsibility). Decisions about this should be 
made explicit.

Physical Integration

How will the system be embedded in working 
life, and what hardware will it use?

a) If collecting data, which hardware will the 
 system draw data from?

b) Who owns this hardware? Where is it 
 located? 

c) When will data collection capabilities be 
 turned on and off?

Social Integration

a) Who will have access to or view 
 recommendations or reports from the 
 system? 

b) Who will have access to the data within 
 the organisation? What is their 
 understanding of design choices and their 
 implications for reliability of information? 

c) What decisions will the system be used to 
 make or to inform? Who has oversight of 
 these decisions? 

Oversight

a) Who is the named accountable agent for the 
 system? 

b) How will this be shared?

c) Has a forum been established to oversee the 
 system in perpetuity? What are the 
 credentials of this team? 

 i)  Does the team involve those with frontline 
  experience of the system?

 ii) How are accountable agents to be 
  represented? 

 iii) Do oversight teams represent the 
  workforce?

 iv) Do they have adequate knowledge and 
  understanding of the relationship 
  between technical design and potential 
  impacts?

 v) Is work by this team transparent and 
  accessible to workers?
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Produce a Key Design Choices 
Report

At the end of this process, a statement 
compiling ‘Key Design Choices’ should be 
compiled as part of the Context Based Risk 
Assessment Report. 

This should explain in clear terms how 
design choices have been reached, 
strategies identified for compliance with 
UK GDPR and Equality Laws, identified 
potential risks to Good Work, and any 
mitigations already established in 
technical and bias audits. 

Key design choices should be made 
available to participants in the subsequent 
process of Good Work AIA. 

As best practice this should be published 
on the organisation’s website, and 
disclosed to research organisations 
specialising in workplace AI risks for 
advancing understanding. 

Using the context based risk assessment (CBRA) 
the organisation should make a decision 
about whether and how to undertake the full 
Good Work AIA. We note that the extent of 
participation and methods applied should be 
proportionate to the likelihood, severity and 
proximity of risks to the good work principles 
in the context of the case, as indicated by the 
CBRA. This should be discussed, agreed and 
recorded by the CBRA team including chosen 
worker representatives. 

If the initial assessment indicates that 
access, terms or conditions of work may be 
affected, then a full Good Work AIA should 
be undertaken before a system is deployed. 
This guidance recommends that a Good Work 
AIA process is undertaken if wider aspects of 
quality (see our review of legal, regulatory and 
ethical bases of Good Work) could be impacted. 
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Impacts of algorithmic systems can be 
cumulative and develop over time. Therefore 
we recommend that for all systems even where 
a full Good Work AIA is not conducted ex ante 
that a forum similar to that presented in 
Stage 4 of the Good Work AIA is established 
for monitoring. 

What is proportionate?

A proportionate approach entails that 
impact assessment, mitigation strategies, 
risk management, and stakeholder 
involvement approaches are proportionate 
to the likelihood, severity and proximity of 
risks for adverse impacts on good work.

Proportionate approaches to sampling, 
remit and degree of involvement should 
be guided by estimated likelihood, severity 
and proximity of risks identified in the 
pre-context based risk assessment. 

A full Good Work AIA should be completed 
wherever a system is designed, procured 
or deployed to make or inform decisions 
which could impact access, or terms and 
conditions of work such as pay, work 
allocation, evaluation of performance, 
and discipline. 

We recommend that a Good Work AIA is 
also undertaken when there is a risk of 
significant impacts to any other dimension 
of Good Work and note that risks to 
wellbeing, dignity, autonomy, support, 
learning and participation are best suited 
to worker-expert identification. Significant 
risks to these dimensions should ordinarily 
be considered severe and proximate. 
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Following the Context Based Risk Assessment, and once the organisation 
has determined a Good Work AIA is necessary, the following commitments 
should be made.

‘Commitment’ checklist 

1. Commitment to good work as 
organisational priority
 
For effective engagement, workers need to trust 
that management is committed to promoting 
and protecting their interests, including 
the promotion of good work.73 A supportive 
environment is needed for participation to be 
successful. Employers too need to trust in the 
benefits of worker involvement in important 
decisions about work. 

2. Commitment of resources ensuring 
innovation is responsible
 
An effective impact assessment requires 
resources to be allocated to the process: 

→ Time – the time for workers and contractors
 to be involved.

→ Cost – resources may be needed to deliver
 mitigations or redesign parts of the system. 

→ Learning – firms may also need to allocate
 resources, such as time for learning (please 
 see our toolkit) and support, such as 
 ‘mediators’ and ‘translators’.

3. Commitment to mitigations
 
Workers and employers should make ‘design 
commitments’ throughout the process. 
The Good Work AIA does not end with the 
identification of risks. It requires steps to be 
taken in response to findings. Ahead of the 
process, clear commitments should be made 
to how risks identified will be addressed. 
This could for instance include: 

→ committing not to proceed if impacts 
 deemed ‘high risk’ cannot be mitigated 

→ committing to consider proposed 
 mitigations to risk and impacts deemed 
 medium risk 

→ committing to establish mitigations which 
 advance good work where there is not a 
 significant associated cost burden.

4. Commitment to dialogue
 
The process of Good Work AIA forms the 
basis of agreement regarding the use of an 
algorithmic system within a business to 
make or inform decisions about conditions 
and quality of work. Both workers and 
management must learn and practice 
negotiation in order to balance interests, 
particularly where ethical choices must 
be made in the absence of bright-line law. 
Collective agreements hold precedence in 
providing an infrastructure through which 
detailed agreements about technology use 
can be made and monitored.74 

Good Work AIA 
CHAPTER 3



Stage 1 
Identifying individuals who might be impacted 

Identify the total population 

Involvement in processes of algorithmic 
assessment should go beyond “add diverse 
stakeholders and stir”.75 Before working out how 
to recruit workers to participate in the process, 
it is necessary to identify the ‘total population’. 
As this guidance focuses specifically on 
workplace deployments of algorithmic systems, 
the impacted population is largely known and 
contained relative to other forms of impact 
assessment.76 

As those potentially impacted by the 
introduction of algorithmic systems is 
likely to include self-employed workers and 
independent contractors, for example,77 we 
propose that the ‘total population’ is not 
generated on the narrow basis of employment/
worker status, but is instead comprised of all 
persons who have an identifiable right, freedom 
or interest in the system including those who 
meet the following criteria:

a) data gathered about them by such systems 
 (purposefully or potentially incidentally);

b) subject to automated decisions by the 
 algorithmic system;

c) use the system to inform decisions affecting 
 other persons; and

d) union representatives and members from 
 across the organisation, where available.

We note that customers or service users 
are often also data subjects in workplace 
algorithmic systems, and that systems 
used to monitor customer behaviour can 
be inversely used to monitor workers.78 

Methods for recruitment 

Once the total population is identified, the 
sample should be generated. We present 
four potential approaches to identifying and 
recruiting workers to take part in the AIA: 

1. Representative

2. Elective

3. Direct 

4. Purposive 

As noted above, approach should be 
proportionate to risk and reflect organisation 
and total sample size (see Table 2). Each 
approach presents its own opportunities 
and constraints, which we outline in further 
detail below. The methods can be used in 
combination. 

At each stage of the assessment process, a 
different sampling approach has different 
strengths or weaknesses. Therefore, different 
samples can be used for different stages of the 
assessment. We have identified the appropriate 
sampling approach(es) for each stage of the 
assessment in Table 3. 

This process should be undertaken to identify 
and plan the engagement of potentially 
impacted individuals. Decisions reached should 
be recorded within a Stakeholder Engagement 
Report (details at end of section). 

Approaches taken should reflect understanding 
of risk, and comprehensive transformation 
to work as identified in the preliminary risk 
assessment. 

If an organisation is procuring a system, it may 
be sensible to involve developers of the system 
as stakeholders in order for their learning and 
development. 

To effectively deduce this, it is necessary to 
have undertaken the recording of key design 
choices and understand the intentions of using 
the system. 
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Direct

Elective

Purposive

Representative

Direct approaches engage all members of a community or 
population in the processes of decision-making. 

Direct approaches can support and complement qualitative 
methodologies. For instance, by crowdsourcing opinion, 
conducting polls or surveys. 

Where workplaces have a recognised union partner and 
representative and/or domain-specific representatives 
is essential that they are involved. Where there is no 
union, workers should ideally also be presented with the 
opportunity to nominate or elect representatives.

Purposive and convenience sampling are limited by 
the subjective nature of selection. They are less robust 
approaches to gaining representative insight, or widespread 
trust from a population that engagement has been 
meaningful. 

The purposive sampling technique, also called judgement 
sampling, is the deliberate choice of a participant due to the 
qualities the participant possesses. 

Convenience sampling is a type of nonrandom sampling 
where members of the target population that meet certain 
practical criteria.

Methods for 
recruitment 
overview

1

2

3

4

Sortition is a process for selecting potential candidates for 
a sample by lot. Sortition is designed to overcome 
self-selection bias, where those who volunteer to participate 
in an activity may not accurately represent the views of the 
total population. 

Up-weighting of marginalised groups may be required.
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1. Representative

Sortition is a process for selecting potential 
candidates for a sample by lot.

This process involves the following stages:

a) Identify the total population 

With the criteria set out above, contact details 
of the total workforce should be obtained from 
HR or agencies supplying labour to the firm 
who will engage with or be affected by the 
technology.

b) Label all those in the total population with 
a number using a random-number generator. 

Random-number generators are available 
online. Once a sample is labelled this can be 
used to select participants. 

c) Send invites to a total sample and 
request appropriate demographic data79 in 
the response from all those who agree to 
participate. 

Not all organisations have good data on 
workforce demographics, such as ethnicity 
and disability.80 It may therefore be necessary 
to collect such information, alongside gender 
and age through the sortition process. Use and 
storage of this information should be conducted 
in compliance with the ICO’s regulatory 
guidance on special category data.81 

d) Select a final sample that has appropriate 
representation of demographic groups

Sortition is designed to overcome self-selection 
bias, where those who volunteer to participate 
in an activity may not accurately represent the 
views of the total population.82 However, it is 
still important that people are not forced to 
take part in participatory processes. 

Marginalised groups may be less likely to 
speak in participatory processes when the 
group is biased towards a dominant majority.83 
It is therefore helpful to ‘upweight’ the 
representation of marginalised groups to help 
account for this. This is also important due to 
high risks to equality of algorithmic systems84, 
and communities with experience being best 
placed to identify risks.85 

Identification of marginalised groups should 
go beyond special category data and protected 
characteristics to consider other forms of 
vulnerability. For instance, systems are known 
to reproduce place-based, socio-economic 
forms of disadvantage.86

2. Elective

Collective bargaining provides a useful 
framework for developing terms of reference 
around the governance of technology in the 
workplace.87 Therefore, where workplaces have 
a recognised union partner and representative 
and/or domain-specific representatives 
(e.g. Equality or Health and Safety Officers) it 
is essential that they are involved. 

Unions tend to have well-established 
training infrastructures to support workplace 
representatives with skills in communication 
and negotiation and knowledge of relevant 
issues surrounding technology and their 
intersection with labour law. Equality officers 
will also have greater training and 
understanding in equality issues, and Health 
and Safety Officers should be trained to have a 
greater understanding of Health and Safety Law. 
Workers in these roles are also often protected,88 
which may improve deliberation. 

Where there is no union, workers should 
ideally also be presented with the opportunity 
to nominate or elect representatives. 
Where organisations have forums dedicated 
to advancing the interests, representation or 
welfare of specific demographic groups or 
communities, these should be consulted and 
involved in processes of a Good Work AIA.89
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4. Purposive

Convenience and purposive sampling are 
limited by the subjective nature of selection. 
They are less robust approaches to gaining 
representative insight, or widespread trust 
from a population that engagement has been 
meaningful. However these approaches can 
have merit when randomization is impossible, 
or where there are limited resources or time 
due to perceived low risk or buy-in from senior 
leadership. 

Convenience sampling is a type of nonrandom 
sampling where members of the target 
population that meet certain practical criteria, 
such as easy accessibility, geographical 
proximity, availability at a given time, or the 
willingness to participate are included.90 

3. Direct

Direct approaches engage all members of a 
community or population in the processes 
of decision-making. Conventionally, this is 
used for voting and is therefore well suited 
to survey methods and online engagement. 
Such an approach is unlikely to be feasible for 
qualitative processes which require focused, 
shared discussion of key issues. This is relevant 
to some of the methods set out in this guidance 
(see ‘match sampling to method’ below). 

However, as part of the Good Work AIA process 
is about building trust with the impacted 
community, direct approaches can support and 
complement qualitative methodologies. 
For instance, by crowdsourcing opinion, 
conducting polls or surveys. 

Choosing a sampling approach 

Different sampling approaches are better or 
worse suited to total population size as shown 
in Table 2. 

Method Best when the total population is:

Representative Over 50

Elective All sizes 

Direct Under 50

Purposive N/A 

Table 2: Selecting a sampling approach

The purposive sampling technique, also called 
judgement sampling, is the deliberate choice of 
a participant due to the qualities the participant 
possesses. 

Purposive sampling methods include:

→ Maximum Variation Sampling: also 
 known as heterogeneous sampling involves 
 selecting candidates on the basis of 
 subjective interpretations of their 
 difference.

→ Typical Case Sampling: candidates are 
 chosen on the basis of being perceived to 
 be an average of the sample

→ Extreme/Deviant Case Sampling: the 
 opposite of typical case sampling, this 
 involves selecting individuals who are seen 
 to be ‘atypical’.

→ Expert Sampling: those perceived to hold 
 expert knowledge are engaged. This will 
 apply to non-user (worker) stakeholders, 
 should they be involved in the full Good 
 Work AIA process.

If an organisation is satisfied with less robust 
engagement methods which could be subject to 
scrutiny, less robust selection methods could be 
adopted such as convenience sampling. 
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Stage Method(s) Rationale Optimal sampling approach 

It is preferable to engage workers from 
the outset of a project, particularly for 
the purposes of problem definition and 
design scoping. However, full workforce 
participation can be resource intensive. 

This exercise requires dialogue and is 
therefore best undertaken in groups. 

Scenario development requires deliberation 
and is therefore best suited to small groups, 
either online or in person.
 
Can be conducted as an extension of 
scenario development.

Alternatively scenarios can be shared and 
reviewed by the total population and voting 
on severity can be direct.

While mitigations will be identified within 
the risk and impact assessment process 
(as design commitments), some risks may 
require dedicated thought and specific 
actors (such as the developer) to model 
solutions. 

This process is an assessment of individual 
preferences, potentially allowing for 
re-programming algorithmic systems to 
meet individual preferences.91 This requires 
the participation of the total population.

A forum involving workers (or/and their 
representatives) and employers could be 
established (see more in Stage 4). 

Stage 2 
Record key design 
choices

Stage 3 
Risk and impact 
analysis

Stage 4 
Decide on 
appropriate 
actions 

Stage 5 
Ongoing 
monitoring 

Documenting 

Value Alignment 
(optional kick off 
exercise)

Scenario 
Development 

Risk Severity 
Ranking
 

Identifying 
mitigations 

Preference 
elicitation 

Purposive sampling (including 
union representatives). 

Direct, Elective or Representative 
(depending on total sample size) 
in groups of between 10–20.

Direct, Elective or Representative 
(depending on total sample size) 
in groups of 10–20. 

(as above). 

Direct

Purposive

Direct 

Selected cohort join Technology 
Forum

Table 3: Sampling approaches for Good Work AIA

CHAPTER 3

Sampling methods can also be chosen to 
complement preferred methods used for 
different stages of a Good Work AIA. This is 
explained outlined in Table 3.
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Now you have the group ready to undertake 
this process. The next stage is to assess risks 
and potential impacts on good work. 

Produce a Stakeholder 
Engagement Report

Establishing and documenting methods 
and objectives is crucial to avoid the 
Good Work AIA process being seen or 
treated like a cosmetic tool or condoning 
ineffective participatory methods. 

The Stakeholder Engagement Report 
should document information regarding 
how choices are made around stakeholder 
engagement.

These choices will reflect: 

→ assumptions about proportionality 
 reached during the context based risk 
 assessment and recording of key 
 design choices; 

→ commitment to all stages of the 
 process; 

→ commitment of resources to the 
 principle of participation.

CHAPTER 3
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Kick Off Exercise: Value Mapping 

While algorithmic systems are understood 
to need to be ‘aligned’ with human values, 
these are not always commonly understood or 
shared. Ahead of any process of risk and impact 
assessment, it can be helpful for participants to 
develop a sense of what good work means to 
them, and for the group to recognise how it is 
understood and protected in the organisation. 

The Good Work Charter should be used as a 
normative framework to inform this exercise. 

There are various methods through which this 
can be considered. Most simply, a group could 
come together and openly discuss principles, 
using the prompts below. A recommended 
method is to use post-it notes so that all 
individuals, including those less likely to speak, 
are given space to state their thoughts, without 
being shaped so much by the thinking of others.

For good work principles which do not have 
common definition or understanding within 
the organisation, ask the group to write down 
independently their own answers to the 
following questions: 

→ What are the most important indicators of 
 this principle? 

→ What, if any, existing standards, codes or 
 procedures are in place to promote this? 

→ What, if any, parameters or baselines should 
 be agreed ahead of changes to job design?

Stage 2 
Undertaking an ex ante risk analysis

A more advanced method, which could be 
used to build on and unpack the findings of 
the exercise above, would be to use ‘deep 
democracy’. This requires a skilled facilitator 
and provides a practical method to undertake 
dialogue for revealing the wisdom of the 
minority and managing conflict through 
revealing differences. 

Key Design Choices: Preliminary 
Review of Good Work Risks 

An educational component is common in 
processes of participation.92 To overcome power 
imbalances it is important that information 
asymmetries are reduced. Therefore, before 
the group is first convened, all involved should 
be given time to review the key design choice 
documentation. This should be supported by 
our toolkit for Understanding AI at Work. 

Organisations may also consider investing 
in paid support to identify an independent 
‘translator’ who can mediate understanding 
of key design choices and as appropriate, any 
technical auditing reports (where the toolkit is 
not adequate). In some regions, this is already 
a regulatory requirement.93

Once the group has had time to review these 
materials, they can come together to discuss 
the implications of the design specification 
across the four stages. This should inform 
initial thinking about ‘constructive design 
commitments’ – alternative strategies to better 
advance good work. It is also an important 
baseline ahead of scenario development. 

This stage deploys methods to identify risks to good work. With risk 
ranking and mitigation development it forms the heart of the Good 
Work AIA.
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Principle Example considerations

Table 4: Key design choices and good work risk assessment 

Access

Fair Pay 

Fair conditions 

Equality

Dignity

Are any roles at risk as a result of system adoption, whether wholly or in part? Which roles and how 
many, by which forecasting methods, on which assumptions? Do estimates about labour saving 
seem reasonable? Have all tasks within roles been identified and understood? What broader 
conditions would enable these efficiencies to be realised? 

Is the system likely to determine access to work in other ways, such as predictive scheduling of shifts 
and shift allocation? Will access to hours of work be reduced for some staff?

Are any new roles being created? 

What mechanisms are in place to support worker transition to different roles in place if some jobs 
are to be fully substituted? 

Could system adoption lead to or enable changes in pay, directly or indirectly? 

How many and which workers will be affected, in which ways? 

How will transparency around algorithmically calculated pay be mediated?

Will system introduction alter terms and conditions of work, beyond access and pay?

Are the variables used to measure, predict or reward performance, productivity or disciplinary 
matters known, and considered reasonable? Are they relevant to the problem at hand? Has their 
potential to act as proxies for protected characteristics been considered?

Is the relative importance (weighting) of different variables reasonable from the perspective of job 
design? 

Is it understood which parties have access to data, both identifiable and non-identifiable, and the 
purposes for which this will be used? Is there a clear agreement in place with any third-party provider 
on this? 

What individual and group equality impacts were identified in bias audit? Which fairness metrics, 
definitions of bias, and methods were used? Which if any proxies were identified? 

What key trade-offs were made through the course of technical audits for accuracy and bias? 
Which groups were impacted? 

What mitigations were introduced? How were these chosen? Which other options were considered? 

What are the implications of these choices for equality, company policy and reputation? 

How might system deployment create indirect forms of discrimination? 

How will cumulative impacts over time be monitored if the system is deployed? Who will have 
access to this?

Has the technical audit been integrated into a wider equality impact assessment?94

Is the approach to data collection seen as proportionate? 

How will human oversight be structured to remain accountable? (see Support below)

Can people override algorithmic decisions, choices and classifications? Which people in which 
circumstances? 

Are there potential impacts on dignity from approach to system integration and deployment? 

How will candidates access recourse to contest decisions, request human review of decisions, or 
provide feedback on system functioning? Will workers be involved in ongoing processes of review 
of the functioning of automated decision making? 
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Principle Example considerations

Table 4: Key design choices and good work risk assessment continued 

Autonomy

Wellbeing

Support 

Participation

Learning

How could the approach to value capture impact worker autonomy? If this is this deemed 
proportionate on the basis of projected returns, how sufficient is evidence these returns will be 
secured? On which grounds? 

Has effort-reward balance within new job design been considered?

Does the system allow for individual preferences to be expressed or encoded? 

How could system deployment present risks to physical safety in the context of broader job design 
and activity? 

Is any task scheduling set at a reasonable rate? 

How might a system present risks to psychological and social wellbeing? 

If management roles will be replaced by the system, are alternative routes to support and redress for 
workers in place? 

If management roles will be augmented by the system, is there confidence that those persons 
understand how recommendations or reports are reached? Blind adherence to algorithmic outputs 
may constitute a breach of UK GDPR. 

How will managers using the system to inform decisions be trained to understand the basis of 
recommendations and system limitations? 

How could the system impact relationships between workers? 

Is there a shared sense of the problem to be solved by the system? Could other solutions achieve the 
same outcomes or better promote good work?

Does introduction of the system present opportunities to initiate or deepen workforce participation?

Did workers involved in the context based risk assessment see design choices as reasonable? 

How will information be shared with workers about the data used by the system and how it is 
processed (global logic)? 

How explainable are reports on local decisions; will these be understood by the wider non-specialist 
workforce, can they be edited or capacity be boosted?

What are the proposed structures for system monitoring and reporting? Does this involve those who 
are frontline users of a system? Can resources be allocated to training? 

How does system design consciously, or could it unconsciously, impact opportunity for use of skill 
and learning?

Have new opportunities for learning been identified?

Where low discretion augmentation is to be used, is there evidence that this will support reduced 
cognitive load in positive ways? 

Will workers require new skills or capabilities to use the system or conduct their work? Which new 
skills and capabilities will be required?

Does use of the system offer any new opportunity for learning and development?

Will the system be used to reduce or promote decision-making and required learning from workers? 
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Scenario analysis: Unpacking risk of 
Good Work impacts

The context-specific risks and impacts of 
algorithmic systems will vary according to 
specific workplaces and environments. 

Scenarios are manufactured narratives, 
produced to explore equally plausible future 
contexts and counterfactuals.95 

Scenario development – the process whereby 
a group imagine these alternative futures, 
and how they would be shaped by different 
conditions (different design parameters), could 
extend understanding of possible system 
impacts and risks and generate new forms of 
design commitment, improving good work 
through technological adoption. Scenarios can 
help to challenge assumptions, identify novel 
aspects of a future and allow for unexpected 
questions to emerge. 

CHAPTER 3

Table 5: Forecasting Good Work impacts through scenario development

Good Work Principles Scenario Prompts (Examples) 

Problem Definition

Design and 
Procurement

Implementation

Value Proposition Scenario Development

Review ways in which a system is intended to capture value. Develop scenarios to imagine how 
this would change work, for the better or worse, in practice. 

Consider: would an intensification of work lead to wellbeing harms? 

How would rates for delivery impact wider aspects of job quality such as autonomy? 

How would low-discretion augmentation impact workers over the long term? 

How would this impact organisational ethos and brand? 

Optimisation Criteria Scenario Development

Systems are designed to optimise behaviour. Performance, for instance, may be optimised by 
measuring a series of variables (customer feedback, completed items) and selecting workers for 
access or promotion on this basis. 

Consider: what other variables could be used to monitor performance? 

What datasets would this require? 

How could this lead to knock-on changes in experience and meaningfulness of work? 

Which groups stand to benefit most, or be most disadvantaged? 

How is this informed by technical audit of the system? 

Develop scenarios on the basis of different optimisation criteria to reflect on how this would 
shape access, conditions, equality, dignity in work.

Implementation Scenario Development 

Consider: chosen approach to system implementation and integration. 

In what scenarios might there be risks to individuals reporting issues? 

How could relationships between staff be impacted by approaches to deployment? 

What could happen to established models of review, such as collective bargaining? 

Develop a best-case and a worst-case scenario, for promoting support, participation, fair 
conditions, and dignity. 



Produce a Risk Assessment Report

Scenarios, potential user pathways, 
scenario narratives, and any constructive 
design commitments proposed to respond 
to known risks identified through the 
review of Key Design Choices, should be 
documented and compiled. Where issues 
have been identified in the risk and impact 
assessment stages: 

→ the design choice which is the source of 
 the issue should be specified; 

→ the issues presented should be listed; 

→ the good work principles impacted 
 should be consciously outlined; 

→ intersections with relevant legal, 
 ethical regimes should be reviewed. 
 This should refer back to the internal 
 values mapping exercise, and have due 
 regard to the Good Work Charter.

CHAPTER 3

The group should have access to the context-
based risk assessment. This will forecast some 
hazards of the system, through documenting 
Key Design Choices. Once the group has 
engaged in discussion about these, they 
will be better placed to undertake scenario 
planning. This can help to tease out risks in 
more granular detail and identify alternative 
routes to managing them. This is important 
given that systems are being assessed ex ante. 
Real impacts will be identified through ongoing 
monitoring (see Stage 4).

These scenarios should be documented as 
stories or a list of recognised risks. Individuals 
could also develop ‘user journey’ stories and 
narratives to represent what work might feel 
like under the proposed conditions.
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The purpose of any audit should be to act on 
the information surfaced. As a minimum, this 
should enable compliance (and demonstration 
of compliance) with the law. However, best 
practice should also see businesses take steps 
to improve good work and promote equality.96 
Priority areas must be identified. A range of 
options for mitigation should be developed and 
considered and trade offs evaluated. Finally, 
the appropriate mitigation should be selected 
and implemented with an agreed time frame. 
Stage 4 covers ongoing evaluation of this 
action and any further adjustment that may 
be required. This process and factors to be 
considered are set out below. 

a) Selecting priorities

‘Ongoing risks and harms are a product of the 
socio-technical gap: the great divide between 
what we know we must support socially and 
what we can support technically.’ 97

Potential breaches of the law identified in the 
course of risk assessment should be responded 
to directly. Ethical and social risks may intersect 
with these but may require further mechanisms 
for the balancing of interests. People have 
different values98 and cannot easily or always 
rank or compare them.99 Because values are 
qualitative rather than quantitative, they are 
not easily compared or contrasted.100 

However, humans are able to evaluate 
differences and make comparisons on the basis 
of moral judgments about what they ultimately 
want, need and find to be just and good. 

In this context a matrix can help evaluate 
where action/mitigation is needed in auditing 
algorithmic systems.101 This should only be used 
to evaluate severity of risks which go beyond 
ensuring legal compliance. Where legal risks are 
identified these should of course be rectified. 

Reach and proximity of impacts can be assessed 
through ranking. This can be participatory, 
using a direct sampling approach (a survey 
of the total population), or be undertaken as 
an extension of smaller group based dialogue 
following on from the ex ante risk assessment. 

Where a system is being procured rather than 
designed in house it will likely be necessary to 
engage third party providers.

Table 6 presents an example of how this could 
be documented.

CHAPTER 3

Stage 3 
Taking appropriate action in response to the 
ex ante analysis 



Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement39 Institute for the Future of Work

An alternative approach would be to adhere 
to the following stages in a more deliberative 
discussion. 

Table 6: Example of ranking risk severity 

Challenge identified Good Work Principles 
Impacted 

Stake-holder 
Group 1 (workers) 
Impact Ranking 0–10

Stake-holder Group 
1 (managers) 
Impact Ranking 0–10 

Difficult to address? 
(10 easy, 0 hard) 

Fair Conditions

Wellbeing 

Equality

Dignity

6

6

10

2

5

0

10

2

3

Change variables/
weightings representing 
outcomes for 
performance

1

Employer requests 
full disclosure on third 
party data sharing as 
part of contractual 
agreement (note 
controller/processor 
and controller/controller 
relationships and ICO 
Data Sharing Code of 
Practice) 

The variables used to 
measure performance only 
reflect some aspects of job 
requirements. This may 
lead some aspects of work 
to be valued over others.

Workers are not confident 
of how their data is held 
by third parties who may 
access data within the 
system

CHAPTER 3
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b) Identifying mitigations 

Some mitigations may become obvious through 
the process of risk and impact assessment 
and process of developing ‘constructive 
commitments’. Where issues are identified but 
mitigations are not, employers could use design 
thinking processes, inviting convergent and 
divergent thinking. 

Table 7 sets out a typical process for design 
thinking. This is best led by a facilitator. 
Stage 1 (‘discover’) should be covered by the 
risk and impact assessment stage of an AIA, 
and therefore a group could begin from Stage 2 
(‘define’). 

Table 7: Using design thinking to develop mitigations

Stage 1
Discover

Stage 2
Define

Stage 3 
Design

Stage 4 
Develop

Stage 5 
Deliver

Stage 6 
Distribute

The purpose and aim of this stage is to garner deep insights about a set of 
problems and understand them from different angles and viewpoints. 

Participants distil findings into the articulation of a well-defined problem. 
This process could support extrapolation of specific ‘problem statements’ from 
the scenarios.

In the design phase, ideas to find practical solutions are brainstormed. 
The purpose is to generate ideas and solutions. 

Participants are encouraged to test the feasibility and impact of the different 
solutions proposed in the design phase. The solutions with the most potential 
are identified.

In this phase, practical applicability and delivery are considered. A visual 
diagram is provided to help identify the processes and methods to deliver the 
most promising solution.

A framework is developed to identify and scale a solution.

Mitigations: Options and approaches 

Mitigations should take reasonable and 
proportionate steps to mitigate risks, address 
harms and promote benefits with due regard 
to the size, resources and capabilities of the 
organisation and the severity and proximity of 
the organisation to any adverse impact. 

Mitigations could take four forms: 

1.  New rights and entitlements 

2.  Distributed rewards

3.  Reprogramming: Universal 

4.  Reprogramming: Tailored  
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Reprogramming 
Universal 

Distributed 
rewards

Reprogramming 
Tailored

New rights and 
entitlements

Through evaluating design choices, scenarios and risks regarding 
the inclusion of certain datasets, workers may decide to exclude 
some sources of information from decision-making systems, or 
to set parameters around use and data collection, or to change 
optimisation criteria.

Distributing rewards may involve improving conditions or quality 
of work. This includes pay, data access, investment in upskilling, 
including training workers about technology deployment so they 
are equipped to negotiate its use.

Algorithmic systems can be programmed to account for individual 
differences in ways which allow peoples personal choices to 
be integrated into design, from a defined set of options. In this 
process, the community of users or beneficiaries propose different 
options (through interviews or surveys) and are given the choice 
to vote on them, to shape the functioning of a system collectively. 

Mitigations: 
Options and 
approaches 
overview
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1

2

3

4

Processes of mitigation can be established where the needs 
of workers are balanced with business priorities. This could be 
bolstering mechanisms by which existing rights at the level of the 
workplace, such as the ‘right to be informed’ operate to ensure 
workers know when changes are made to the design of a system, 
and to be consulted on this.
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1. New rights and entitlements

Processes of mitigation can be established 
where the needs of workers are balanced with 
business priorities. In some contexts, this could 
be bolstering mechanisms by which existing 
rights at the level of the workplace, such as the 
‘right to be informed’ operate to ensure workers 
know when changes are made to the design of 
a system, and to be consulted on this.102 It may 
also be important to establish a principle of 
system removal if it does not achieve intended, 
collectively agreed objectives.

2. Distributed rewards 

Distributing rewards may involve improving 
conditions or quality of work. This includes pay, 
investment in upskilling,103 including training 
in understanding and being able to negotiate 
around technology deployment and recognising 
that where workers are a source of data they 
should have equal access to it.104 

3. Reprogramming: Universal 

Optimisation criteria 
Optimisation criteria may be amended or 
changed and or revised in light of distributed 
rewards for productivity gains. 

Data(set) exclusions 
Through evaluating design choices, scenarios 
and risks regarding the inclusion of certain 
datasets, workers may decide to exclude some 
sources of information from decision-making 
systems or to set parameters around use. 
Examples could include:

→ Customer reviews and ratings (known to be 
 discriminatory reflecting social biases). 

→ Restrictions around the collection of data 
 when outside the workplace. 

Programming 
Identifying problematic proxies which may 
have potential for discriminatory impact; 
changing optimisation criteria; modifying 
system design to accommodate individual 
differences where protected characteristics are 
revealed. See below on preference elicitation. 

Integration 
Reviewing information around implementation 
planning could lead to requests for different 
structures of decision-making, disclosures to 
the workforce, training of those using data 
to inform decisions, routes to reporting and 
redress. 
 

4. Reprogramming: Tailored 

Preference elicitation offers a methodology 
to mediate conflicting or varied interests.105 
As data allows for increased tailoring to 
individual needs, this approach allows people’s 
personal choices to be integrated into design, 
from a defined set of options. In this process, 
the community of users or beneficiaries 
propose different options (through interviews 
or surveys) and are given the choice to vote 
on them, to shape the functioning of a system 
collectively. 

This has been used to support redesign of 
algorithmic systems used at work to promote 
wellbeing.106 This approach works when there 
are a manageable set of alternatives but is 
limited by the extent to which individuals can 
fully express their preferences.107
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Produce an Impact Mitigation Plan

Decisions reached about which risks are 
prioritised for action (if not all are); how 
these will be addressed; and ongoing 
monitoring architectures should be 
recorded as an Impact Mitigation Plan. 
This should be shared with the whole 
workforce as best practice. 



While risks and potential for improvements 
can be identified during ex ante forms of 
system assessment, many impacts and 
opportunities to improve good work through 
system deployment will only be detected 
after deployment. It is therefore important to 
monitor the ongoing outcomes of a system 
on individuals and communities for impacts 
across all good work principles. 

It is important that ongoing channels of 
communication are maintained between 
workers and management, to:

a) Ensure mitigations are in place and the 
 system is deployed as intended as per the 
 design commitments established through 
 the process. 

b) Evaluate ongoing performance of the 
 algorithmic system, relative to its 
 designed purpose.

c) Scrutinise changes to the system in 
 accordance with any future updates 
 (for instance new datasets, or changes to 
 organisational approach to deployment 
 within structures of human decision-
 making).

d) Scrutinise ongoing bias audits as part of 
 wider technical assessments and agree 
 actions.

e) Identify novel and cumulative impacts 
 across good work principles. 

The documented choices made throughout 
a Good Work AIA form the template of an 
agreement about how an algorithmic system 
will operate within an organisation. 
Establishing a distinct forum for the purpose 
of ongoing review of the system can encourage 
ongoing and credible feedback from the 
workforce. The forum should be designed to 
engender constructive dialogue and may be 
especially advantageous for remote or ‘fissured’ 
workplaces. Clear terms of reference of the 
forum should be agreed by all parties.108 

Data can be used to validate, contest or 
contextualise other forms of reporting.109 
Forums may also review the ongoing results 
of technical assessments, such as bias audits, 
which should run through the lifetime of any 
algorithmic system. 

Processes of review may seek to ask: 

→ Were the benefits and work improvements  
 from the system achieved? 

→ Were the mitigations delivered?

→ Are mechanisms for feedback, decision  
 challenge, and reporting working effectively?

→ Have exceptions proven cause for redesign 
 or risk of non-compliance?

→ Have developments in business interface 
 and implementation or the addition of new 
 data-driven technologies led to changes in 
 system functionality? 

→ Are there new, unforeseen impacts on 
 Good Work, reviewed against each charter 
 principle?

What is an impact?

A harm to an individual resulting from the 
deployment of an algorithmic system. 
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Stage 4 
Continuous evaluation to ensure assessment and 
appropriate action is ongoing and responsive 

Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement43 Institute for the Future of Work



APPENDICES



Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement45 Institute for the Future of Work

This document has been developed drawing on: 

→ Three literature reviews 

→ Expert interviews 

→ Iterative design of the process, with 
 feedback from the Advisory Panel

→ A Social Policy Innovation Accelerator (SPIA) 
 convening workers and experts

Literature reviewed to inform this report drew 
from work in the fields of participatory AI, 
participatory machine learning, design justice, 
computer supported collaborative work, human 
computer interaction, audit and algorithmic 
impact assessment. Papers reviewed were 
both conceptual and empirical. 

The ICO expert panel is comprised of an 
interdisciplinary group representing varied 
expertise. We are grateful to: 

Associate Professor Dr Reuben Binns 
University of Oxford

Professor Dr Maximilian Kasy 
University of Oxford

Dr Emre Kazim 
University College London and Holistic AI

Dr David Leslie 
Turing Institute 

Professor Dr Phoebe V Moore 
University of Essex

Dr Aislinn Kelly-Lyth
University of Oxford

Helen Mountfield QC 
University of Oxford

Mary Towers 
Trade Union Congress

Professor Jeremy Myerson 

And give thanks also to the ICO, particularly 
Adam Ingle, Fiona Simkiss, Eleanor McCombe 
and Sophia Ignatidou. Thanks also to AWO, 
and Neil Hope-Collins from Prospect for their 
helpful feedback. 

Methodology and acknowledgements 
APPENDIX 1



Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement46 Institute for the Future of Work

Glossary of terms 
APPENDIX 2

Actors

Data Controller
Organisations,persons or other bodies 
that determine the purposes and means of 
processing personal data.

Data Subject
A data subject is someone who is or could be 
identified from personal data.

Engineer
Someone with technical expertise who 
contributes to the design of an algorithmic 
system.

Technical Terms

Data 
Information that is collected, processed or 
stored by, and in, digital technologies.

Dataset
Collections of data, typically related to each 
other.

Algorithm
A sequence of instructions programmed in a 
computer, designed to complete a task or solve 
a problem.

Machine Learning
A branch of AI in that learns from collected data 
how to perform tasks, as defined by humans.

Artificial Intelligence (AI) 
Artificial intelligence (AI) is an umbrella term 
commonly conflated with machine learning 
which is better understood as a scientific field. 
The term can be used as a marketing term for a 
range of technologies.

Algorithmic System 
A system that uses one or more algorithms 
designed, developed and deployed by humans 
operating in an institutional context

Prediction 
Statistical estimations of what is likely to 
happen in the future, based on data

Classification 
Placing people or things into groups through 
analysing data.

Model 
What is saved after running a machine learning 
algorithm on training data and represents the 
rules, numbers, and any other algorithm-specific 
data structures required to make predictions.



Glossary of terms 
APPENDIX 2

Variable 
Any phenomena that can be measured or 
counted within an algorithmic system.

Proxy 
A variable that is not in itself directly relevant, 
but that serves in place of an unobservable or 
immeasurable variable.

Target Variable 
The phenomenon which the decision-maker 
is trying to predict, also called the dependent 
variable.

Weighting 
The chosen significance given to different 
variables in an algorithmic system.

Optimisation Function 
A relationship between a set of variables that 
achieves the best outcome for a given purpose.

Interpretability 
The extent to which cause and effect can be 
understood in a system, given how it has been 
designed.

Explainability 
The extent to which a model can be explained in 
human terms and understood by humans.

Accuracy
The ability of a model to predict outcomes on 
the basis of given datasets.

Robustness 
The extent to which a system can be disturbed 
by changes in the data it processes, or changes 
in the real world environment that limits its 
effectiveness.

Fairness 
The extent to which a system treats different 
groups and individuals in a reasonable and 
morally acceptable way.

Review/Assurance

Construct 
An idea containing conceptual elements, 
typically considered subjective.

Construct Validity 
The extent to which a measurement accurately 
reflects what it is supposed to measure.

Historical Bias 
When the algorithm learns from, and reflects 
past patterns of behaviour and resource [ref 
data sets]. 

Sampling Bias
Occurs when the algorithm has been fed 
data that does not represent the population 
accurately.

Algorithmic Design Bias 
When the engineer intentionally or 
unintentionally includes bias in the model.

Audit
A process which evaluates a system against 
technical standards, commonly used for 
fairness (‘bias audit’) robustness, performance 
and safety.

Assurance 
Processes to build confidence or trust in 
something, for example a system or process, 
documentation, a product or an organisation.

Validation 
The set of activities ensuring that a system 
is able to accomplish its intended use, goals 
and objectives in the intended operational 
environment.

Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement47 Institute for the Future of Work



ENDNOTES



1 This might be understood as ‘algorithmic management’: the collection or creation of any information (whether identifiable or 
 not) with a view to monitoring, supervising or evaluating work performance and/or the use of that information to augment 
 or fully automate decisions that affect working conditions, in particular access to work, earnings, occupational safety and 
 health, working time, promotion and contractual status and disciplinary as well as termination procedures.

2 ‘The New Frontier’ (2021) Available at: https://www.ifow.org/publications/new-frontier-artificial-intelligence-work

3 Gilbert, Abigail and Anna Thomas, ‘The Amazonian Era: The Gigification of Work’ Institute for the Future of Work (2021); 
 Moore, Phoebe V. ‘Data Subjects, Digital Surveillance, AI and the Future of Work’, European Parliament, Science and Technology 
 office (STOA) (2020) https://www.europarl.europa.eu/thinktank/en/document/EPRS_STU(2020)656305; 
 Slaughter, Rebecca Kelly, Janice Kopec, and Mohamad Batal, “Algorithms and Economic Justice: A Taxonomy of Harms and a 
 Path Forward for the Federal Trade Commission.” Yale Journal of Law & Technology 23 (2020): S1-S1; 
 De Stefano, Valerio, and Mathias Wouters, “AI and digital tools in workplace management and evaluation: An assessment of the 
 EU’s legal framework.” Osgoode Legal Studies Research Paper Forthcoming (2022).

4 Moore, Phoebe V., OSH and the Future of Work: Benefits & risks of artificial intelligence tools in workplaces, European Union 
 Agency for Safety and Health at Work (2019) (EU-OSHA). 
 https://osha.europa.eu/en/publications/osh-and-future-work-benefits-and-risks-artificial-intelligence-tools-workplaces 

5 Ibid

6 Three in five workers say they have experienced surveillance in the last year, with the use of monitoring surging through the 
 pandemic: Reece, Nina, ‘Workers say no to increased surveillance since COVID-19.’ 01st March 2022 Trade Union Congress 
 https://www.tuc.org.uk/blogs/workers-say-no-increased-surveillance-covid-19

7 Von Thun, Max and Adams, Stephens, “Regulating the future workplace. what businesses want from policymakers in the 
 changing world of work.” Global Counsel. (May 2022) Available at: https://www.global-counsel.com/insights/report/regulating-
 future-workplace-what-businesses-want-policymakers-changing-world-work; 
 Koshiyama, Adriano et al., ‘Towards Algorithm Auditing: A survey on Managing Legal Ethical and Technological Risks of AI, ML 
 and Associated Algorithms’ (2021);
 Renieris, Elisabeth M., David Kiron, and Steven Mills, ‘Should Organisations Link Responsible AI and CSR?’ MIT Sloan 
 Management Review (May 2022). 

8 To date there has been a significant focus on public sector deployments, see for instance; McKelvey, Fenwick, and Margaret 
 MacDonald, “Artificial intelligence policy innovations at the Canadian Federal Government.” Canadian Journal of 
 Communication 44, no. 2 (2019): 43–50. See also: Sheir, Stephanie, Anna Thomas, Dora Meredith, Abigail Gilbert, ‘Building a 
 Systematic Framework for Accountability for Algorithmic Decision Making’ Institute for the Future of Work, 2021

9 See related: Todolí-Signes, Adrián, “Making algorithms safe for workers: occupational risks associated with work managed by 
 artificial intelligence.” Transfer: European Review of Labour and Research (2021); 10242589211035040; Cebulla, Andreas, 
 Zygmunt Szpak, Catherine Howell, Genevieve Knight, and Sazzad Hussain, “Applying ethics to AI in the workplace: the design of 
 a scorecard for Australian workplace health and safety.” AI & society (2022): 1–17.

10 This guidance will be published in 2023 with an expanded section on fairness. 
 See more at: https://ico.org.uk/media/about-the-ico/consultations/4021868/draft-monitoring-at-work-20221011.pdf 

11 This approach rests on a broad, purposive interpretation of data protection law and is reinforced by other legal and ethical 
 imperatives (see our Good Work Charter review of legal, ethical and regulatory bases). 

12 As recommended by Lord Clement Jones, former chair of the Lords Committee on AI.

13 Lord Clement Jones, debating the Procurement Bill on Wednesday 13 July 2022 in the House of Lords. 
 Full transcript available at: https://hansard.parliament.uk/Lords/2022-07-13/debates/E4A9A7A3-E3DD-433F-BFE8-
 FCEA6FE4822B/ProcurementBill(HL)#contribution-55B71760-757D-4D82-83D2-49B0183105FB 

14 Von Thun, Max and Adams, Stephens, “Regulating the future workplace. what businesses want from policymakers in the 
 changing world of work.” Global Counsel. (May 2022). Also note process principles in HR law which require participation and 
 inclusion; Mantelero, Alessandro, “AI and Big Data: A blueprint for a human rights, social and ethical impact assessment.” 
 Computer Law & Security Review 34, no. 4 (2018): 754–772.

15 Shwartz, Reva, Apostol Vassilev, Kristen Greene, Lori Perine, Andrew Burt, Patrik Hall, ‘Towards a Standard for Identifying and 
 Managing Bias in Artificial Intelligence.’ National Institute of Standards and Technology (NIST) Special Publication (March 2022). 

16 See ISO/IEC DIS 42001 Information technology — Artificial intelligence — Management system 
 https://www.iso.org/cms/%20render/live/en/sites/isoorg/contents/data/standard/08/12/81230.html 

17 Shwartz, Reva, Apostol Vassilev, Kristen Greene, Lori Perine, Andrew Burt, Patrik Hall, ‘Towards a Standard for Identifying and
 Managing Bias in Artificial Intelligence.’ National Institute of Standards and Technology (NIST) Special Publication (March 2022). 

18 Leslie, David, Christopher Burr, Mhairi Aitken, Michael Katell, Morgan Briggs, and Cami Rincon, “Human rights, democracy, and  
 the rule of law assurance framework for AI systems: A proposal.” arXiv preprint arXiv:2202.02776 (2022).

19 Leslie, David, “Understanding artificial intelligence ethics and safety.” arXiv preprint arXiv:1906.05684 (2019).

20 See this in practice: EU-Nited (2020) ‘Good Work Charter of the European Robotics Industry’. 
 Available at: https://www.eu-nited.net/pdfs/robotics/good_work_charter/#1 

Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement49 Institute for the Future of Work

ENDNOTES

https://www.ifow.org/publications/new-frontier-artificial-intelligence-work
https://www.europarl.europa.eu/thinktank/en/document/EPRS_STU(2020)656305
https://osha.europa.eu/en/publications/osh-and-future-work-benefits-and-risks-artificial-intelligence-tools-workplaces
https://www.tuc.org.uk/blogs/workers-say-no-increased-surveillance-covid-19
https://www.global-counsel.com/insights/report/regulating-future-workplace-what-businesses-want-policymakers-changing-world-work
https://www.global-counsel.com/insights/report/regulating-future-workplace-what-businesses-want-policymakers-changing-world-work
https://ico.org.uk/media/about-the-ico/consultations/4021868/draft-monitoring-at-work-20221011.pdf
https://hansard.parliament.uk/Lords/2022-07-13/debates/E4A9A7A3-E3DD-433F-BFE8-FCEA6FE4822B/ProcurementBill(HL)#contribution-55B71760-757D-4D82-83D2-49B0183105FB
https://hansard.parliament.uk/Lords/2022-07-13/debates/E4A9A7A3-E3DD-433F-BFE8-FCEA6FE4822B/ProcurementBill(HL)#contribution-55B71760-757D-4D82-83D2-49B0183105FB
https://www.iso.org/cms/%20render/live/en/sites/isoorg/contents/data/standard/08/12/81230.html
https://www.eu-nited.net/pdfs/robotics/good_work_charter/#1


Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement50 Institute for the Future of Work

ENDNOTES

21 Thomas, Anna, David Leslie, Helen Mountfield, ‘A Modern Bill of Rights: Responding to the Human Rights Act Reform 
 Consultation’. Institute for the Future of Work, March 2022. 
 Available at: https://uploads-ssl.webflow.com/5f57d40eb1c2ef22d8a8ca7e/62558a361ebece20c7eeced4_Human%2Rights%20
 Act%20Reform_edit%20for%20publication-3.docx-2.pdf 

22 Gilbert, Abigail and Anna Thomas, “The Amazonian Era: The Gigification of Work.” Institute for the Future of Work. (2021) 
 Available at: https://www.ifow.org/publications/the-amazonian-era-the-gigification-of-work 

23 Van Doorn, Niels, “From wage to a wager: Dynamic pricing in the gig economy.” Platform Equality (2020).

24 Malik, Andrew G., “Worker Classification and the Gig-Economy.” Rutgers UL Rev. 69 (2016): 1729; Purcell, Christina, and 
 Paul Brook, “At least I’m my own boss! Explaining consent, coercion and resistance in platform work.” 
 Work, Employment and Society 36, no. 3 (2022): 391–406.

25 Barzilay, Arianne Renan, and Anat Ben-David, “Platform inequality: Gender in the gig-economy.” 
 Seton Hall L. Rev. 47 (2016): 393.

26 Lamers, L. C., “Dignified gig work: towards better conditions for algorithmic management.” 
 Master's thesis, University of Twente, 2020.

27 Savolainen, Laura, and Minna Ruckenstein, “Dimensions of autonomy in human–algorithm relations.” new media & 
 society (2022): 14614448221100802.; Yeung, Karen, “‘Hypernudge’: Big Data as a mode of regulation by design." 
 Information, Communication & Society 20, no. 1 (2017): 118–136.

28 Nissim, Gadi, and Tomer Simon, “The future of labor unions in the age of automation and at the dawn of AI.” 
 Technology in Society 67 (2021): 101732.

29 Fenoglio, Enzo, Emre Kazim, Hugo Latapie, and Adriano Koshiyama, "Tacit knowledge elicitation process for industry 4.0.” 
 Discover Artificial Intelligence 2, no. 1 (2022): 1–15.

30 Shahriari, Kyarash, and Mana Shahriari, “IEEE standard review—Ethically aligned design: A vision for prioritizing human 
 wellbeing with artificial intelligence and autonomous systems.” In 2017 IEEE Canada International Humanitarian Technology 
 Conference (IHTC), pp. 197–201. IEEE, 2017.

31 Jakesch, Maurice, Zana Buçinca, Saleema Amershi, and Alexandra Olteanu, “How Different Groups Prioritize Ethical Values for 
 Responsible AI.” arXiv preprint arXiv:2205.07722 (2022).

32 52 percent of workers were “‘not at all confident”’ that they knew “‘why and for what purposes”’ their employers used data 
 collected about them, and 67 percent were “‘not at all confident”’ that they understood how their data was used to assess their 
 performance. See findings in: Gilbert, Abigail and Anna Thomas, “The Amazonian Era: The Gigification of Work.” Institute for the 
 Future of Work. (2021) Available at: https://www.ifow.org/publications/the-amazonian-era-the-gigification-of-work 

33 Danielle Keats Citron & Daniel J. Solove, ‘Privacy Harms.’ (2022) 102 BU L Rev 793, 831 and 854–855, classifying ‘chilling effects’ 
 as a form of autonomy harm caused by privacy invasion.

34 Charlotte Garden, ‘Labor Organizing in the Age of Surveillance.’ (2018–19) 63 St Louis U LJ 55, highlighting how workplace 
 surveillance technology can chill workers’ collective action. 

35 The ICO ‘Data Protection Impact Assessments’. Available at: https://ico.org.uk/for-organisations/guide-to-data-protection/ 
 guide-to-the-general-data-protection-regulation-gdpr/accountability-and-governance/data-protection-impact-assessments 

36 ‘Data Protection Impact Assessments: A Union Guide’ Available at: 
 https://prospect.org.uk/about/data-protection-impact-assessments-a-union-guide/

37 European Agency for Safety and Health at Work: EU-OSHA. Impact of artificial intelligence on occupational safety and health. 

38 Berastegui. 

39 Article 35(7) states that this should include “an assessment of the risks to the rights and freedoms of data subjects”, as well 
 as the “measures envisaged to address” these risks. For more see this guidance from the ICO: 
 https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/data- 
 protection-impact-assessments-dpias/when-do-we-need-to-do-a-dpia/

40 See a full list the ICO created due to obligation under Art 35 (4) ‘When do we need to do a DPIA?’ Available at: 
 https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/data-
 protection-impact-assessments-dpias/when-do-we-need-to-do-a-dpia/

41 Kelly-Lyth, Aislinn, and Anna Thomas. “Algorithmic Management: Assessing the Impacts of AI at Work.” 
 Available at SSRN 4299396 (2022).

42 Article 22 states that: “The data subject shall have the right not to be subject to a decision based solely on automated 
 processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her.”

43 Guidance and academics have highlighted that impact assessment and participatory audits could provide these ‘safeguards’ 
 and help resolve well-documented ambiguities in the current protection. A29WP Guidelines on Art 22, pp. 28, 32. Legal 
 scholars have proposed that algorithmic impact assessments can serve as an important ‘suitable safeguard’ for the purposes of 
 Article 22: Margo E. Kaminski and Gianclaudio Malgieri, ‘Algorithmic impact assessments under the GDPR: producing multi-
 layered explanations’ (2021) 11(2) International Data Privacy Law 125.

https://uploads-ssl.webflow.com/5f57d40eb1c2ef22d8a8ca7e/62558a361ebece20c7eeced4_Human%20Rights%20Act%20Reform_edit%20for%20publication-3.docx-2.pdf
https://uploads-ssl.webflow.com/5f57d40eb1c2ef22d8a8ca7e/62558a361ebece20c7eeced4_Human%20Rights%20Act%20Reform_edit%20for%20publication-3.docx-2.pdf
https://www.ifow.org/publications/the-amazonian-era-the-gigification-of-work
https://www.ifow.org/publications/the-amazonian-era-the-gigification-of-work
https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/accountability-and-governance/data-protection-impact-assessments
https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/accountability-and-governance/data-protection-impact-assessments
https://prospect.org.uk/about/data-protection-impact-assessments-a-union-guide/
https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/data-protection-impact-assessments-dpias/when-do-we-need-to-do-a-dpia/
https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/data-protection-impact-assessments-dpias/when-do-we-need-to-do-a-dpia/


44 It should be noted that the legitimate interests basis is not the only legal basis for legal 46 processing. Further is likely that 
 special category data will be involved, in which case employers will need to select an Article 9 condition on top of one of the 
 legal bases for processing data.

45 Romero, David., Stahre, Johnathan, Wuest, T., Noran, O., Bernus, P., Fast-Berglund, Å., Gorecky, D., “Towards an operator 4.0 
 typology: a human-centric perspective on the fourth industrial revolution technologies.” In: CIE 2016 46th International 
 Conference on Computer Industrial Eng. 0–11 (2016).

46 De Stefano, Valerio. “‘Masters and Servers’: Collective Labour Rights and Private Government in the Contemporary World of 
 Work.” International Journal of Comparative Labour Law and Industrial Relations 36, no. 4 (2020).

47 Gilbert, Abigail, Bertha Rohkenohl, Matthew Hall, Gwnedolin Barnard, Umar Bodoo, James Hayton, ‘Case for Importance: 
 Understanding the Impacts of Technology Adoption on Good Work.’ IFOW 2022. Available at: 
 https://uploads-ssl.webflow.com/5f57d40eb1c2ef22d8a8ca7e/62a72d3439edd66ed6f79654_IFOW_Case%20for%20Importance.pdf 

48 Cazes, Sandrine et al., “A Hard Day’s Night: Collective bargaining, workers’ voice and job quality.” In Negotiating Our Way Up: 
 Collective Bargaining in a Changing World of Work. Organisation for Economic Co-operation and Development. (2019)

49 Arthur, J.B., “Effects of Human Resource Systems on Manufacturing Performance and Turnover”. Academy of Management  
 Journal. 37: 670–687 (1994).
 Macduffie, J.P. “Human Resource Bundles and Manufacturing Performance: Organizational Logic and Flexible Production 
 Systems in the World Auto Industry”. Industrial and Labor Relations Review. 48: 197 (1995); 
 Vandenberg, R.J., H.A. Richardson, and L.J. Eastman. “The Impact of High Involvement Work Processes on Organizational 
 Effectiveness: A Second-Order Latent Variable Approach”. Group and Organization Management. 24: 300–339 (1999); 
 Hoque, K., “Human Resource Management and Performance in the UK Hotel Industry”. 37: 419–443 (1999); 
 Doucouliagos, C., “Worker Participation and Productivity in Labor-Managed and Participatory Capitalist Firms: A Meta-Analysis”. 
 Industrial and Labor Relations Review 49 (1999): 58.

50 Warhust, Chris and Derek Bosworth, “Does Good Work Have a Positive Effect on Productivity? Developing the Evidence Base”. 
 In ‘Can Good Work Solve the Productivity Puzzle’ (2020)

51 Shiri, Rahman et al., “The Effect of Using Participatory Working Time Scheduling Software on Employee Well-Being and 
 Workability: A Cohort Study Analysed as a Pseudo-Experiment.” Healthcare vol. 9,10 1385 (2021) 

52 Trist, E.L. and K.W. Bamforth, “Some Social and Psychological Consequences of the Longwall Method of Coal-Getting: An 
 Examination of the Psychological Situation and Defences of a Work Group in Relation to the Social Structure and Technological 
 Content of the Work System”. Human Relations. 4 (1951): 3–38.

53 McQuaid, R., et al., “Fit for work? Health and Wellbeing of Employees in Employee Owned Business”. 
 Employee Ownership Association (2012). 

54 Allen-Robertson, James, “The Uber game: exploring algorithmic management and resistance.” 
 AoIR Selected Papers of Internet Research (2017).

55 Birhane, Abeba, Pratyusha Kalluri, Dallas Card, William Agnew, Ravit Dotan, and Michelle Bao, “The values encoded in machine 
 learning research.” arXiv preprint arXiv:2106.15590 (2021). 

56 Bar-Gill, Oren, and Yochai Benkler, “Productivity Versus Power: The Role of Law and Technology,(Mis) perceptions and 
 Ideology.” Harvard Law School John M. Olin Center Discussion Paper 1057 (2021).

57 Simons, Josh, and Anna Thomas, ‘Machine Learning Case Studies’. Equality Task Force. 
 Institute for the Future of Work (2020).

58 Kazim, Emre, Jeremy Barnett, Adiano Koshiyama, ‘Automation and Fairness’ Working Paper (2020).

59 See various international regulation of AI at work documented in our AI Policy Tracker: 
 https://www.ifow.org/publications/legislation-tracker 

60 Sheir, Stephanie, Anna Thomas, Dora Meredith, and Abigail Gilbert, ‘Algorithmic Impact Assessments: Building a Systematic 
 Framework of Accountability for Algorithmic Decision Making’. Institute for the Future of Work, (2021). Available at: 
 https://www.ifow.org/publications/policy-briefing-building-a-systematic-framework-of-accountability-for-algorithmic-decision-making 

61 As others have specified, ‘audit trails’ which allow for key decisions to be tracked as products move through a market are 
 necessary. See: Brundage, Miles, Shahar Avin, Jasmine Wang, Haydn Belfield, Gretchen Krueger, Gillian Hadfield, Heidy Khlaaf et 
 al., “Toward trustworthy AI development: mechanisms for supporting verifiable claims.” arXiv preprint arXiv:2004.07213 (2020). 

62 Binns et al., (2020) Mind the Gap. 

63 Mohdzaini, Hayfa, Sian Harrington, Derek Tong, Ben Wilmott, ‘Responsible Investment in Technology At Work’ CIPD (2022) 
 Available at: https://www.cipd.co.uk/knowledge/work/technology/responsible-investment-technology#gref 

64 Shollo, Arisa, Konstantin Hopf, Tiemo Thiess, and Oliver Müller, “Shifting ML value creation mechanisms: A process model of ML 
 value creation.” The Journal of Strategic Information Systems 31, no. 3 (2022): 101734.

65 UK GDPR, Art 6. 

Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement51 Institute for the Future of Work

ENDNOTES

https://uploads-ssl.webflow.com/5f57d40eb1c2ef22d8a8ca7e/62a72d3439edd66ed6f79654_IFOW_Case%20for%20Importance.pdf
https://www.ifow.org/publications/legislation-tracker
https://www.ifow.org/publications/policy-briefing-building-a-systematic-framework-of-accountability-for-algorithmic-decision-making
https://www.cipd.co.uk/knowledge/work/technology/responsible-investment-technology#gref


Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement52 Institute for the Future of Work

ENDNOTES

66 Understanding how work is conducted can lead to the procurement of ill-fitting solutions. To define solutions which respond to 
 challenges as they are experienced at the frontline, engagement at an early stage is recommended. Having collaboratively 
 defined problems is more likely to achieve effectiveness in the long run.

67 Kellogg, Katherine C., Melissa A. Valentine, and Angele Christin, “Algorithms at work: The new contested terrain of control.” 
 Academy of Management Annals 14, no. 1 (2020): 366–410.

68 Newman, Nathan, “Reengineering workplace bargaining: how big data drives lower wages and how reframing labor law can 
 restore information equality in the workplace.” U. Cin. L. Rev. 85 (2017): 693.

69 See our resource, ‘Understanding AI at work’ to understand implications of these choices in workplace applications. 

70 Sheir, Stephanie, Anna Thomas, Dora Meredith, Abigail Gilbert, ‘Building a Systematic Framework for Accountability for 
 Algorithmic Decision Making.’ Institute for the Future of Work; transparency standard for public sector CDEI (2021); Seizov, 
 Ognyan, and Alexander J. Wulf, “Artificial Intelligence and Transparency: A Blueprint for Improving the Regulation of AI 
 Applications in the EU.” European Business Law Review 31, no. 4 (2020). 

71 As advised by ICO Guidance on AI and Data Protection: Given that the kind of explanations you may need to provide to data 
 subjects about AI need to be “in a concise, transparent, intelligible aes to receive an explanation, and (for example) the interests 
 of businesses to maintain trade secrets, noting that data protection compliance cannot be ‘traded away’. 

72 Shwartz, Reva, Apostol Vassilev, Kristen Greene, Lori Perine, Andrew Burt, Patrik Hall, ‘Towards a Standard for Identifying and 
 Managing Bias in Artificial Intelligence’ National Institute of Standards and Technology (NIST) Special Publication (March 2022).

73 Wilkinson, Adrian, Paul J. Gollan, Mick Marchington, and David Lewin, ‘Conceptualizing Employee Participation in 
 Organizations’. The Oxford Handbook of Participation in Organizations (2010). 

74 See forthcoming guidance from the TUC; also ‘Technology Agreements: A Partnership Approach to use of technology at work’. 
 (2022) Community and the Institute for the Future of Work (2020). Available at: 
 https://indd.adobe.com/view/cfdde042-6ba6-4714-9d90-3434c50424fe.; and for the US context 

75 Delgado, Fernando, Stephen Yang, Michael Madaio, and Qian Yang. “Stakeholder Participation in AI: Beyond” Add Diverse 
 Stakeholders and Stir”. arXiv preprint arXiv:2111.01122 (2021).

76 UN guidance on Human Rights Impact Assessment proposes a model of “impact zoning” to identify individuals impacted 
 by any business project. This could introduce subjectivities in a workplace context, where clear mapping of design through to 
 implementation should reveal factors of the total sample. 

77 See more at: https://www.gov.uk/employment-status; Uber BV v Aslam [2021] UKSC 5, [2021] ICR 657.

78 Levy, Karen, and Solon Barocas, “Privacy at the Margins| refractive surveillance: Monitoring customers to manage workers.”
 International Journal of Communication 12 (2018): 23.

79 This will require processing of special category data, UK GDPR Art 9. Although such processing is generally prohibited, the 
 prohibition will not necessarily apply in the context of monitoring demographic representation in consultation for the AIA: 
 the data subject may freely provide explicit consent (Art 9(2)(a)), or the processing may be ‘necessary for the purposes’ of 
 equality monitoring. See: Data Protection Act 2018 para 8, under Art 9(2)(g). But note that the latter basis is inappropriate in 
 contexts of individual decision-making.

80 EHRC (2018) found in their report ‘Measuring and reporting on disability and ethnicity pay gaps’ that a third (32 per cent) of 
 businesses felt collecting ethnicity data was “too intrusive”, while a quarter (27 per cent) thought “employees did not want 
 to share the information”. More available at: 
 https://www.equalityhumanrights.com/en/publication-download/measuring-and-reporting-disability-and-ethnicity-pay-gaps 

81 See ICO definition: https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection- 
 regulation-gdpr/lawful-basis-for-processing/special-category-data/ 

82 Palacios, Jone Martinez, “Equality and diversity in democracy: how can we democratise inclusively?.” 
 Equality, Diversity and Inclusion: An International Journal (2016).

83 Fishkin, James S., “Democracy when the people are thinking: Revitalizing our politics through public deliberation.” 
 Oxford University Press (2018).

84 Björgvinsson, Erling, Pelle Ehn, and Per-Anders Hillgren, “Agonistic participatory design: working with marginalised social 
 movements.” CoDesign 8, no. 2–3 (2012): 127–144.

85 Harding, Sandra. “‘Strong objectivity’: A response to the new objectivity question.” Synthese 104, no. 3 (1995): 331–349.

86 Machine learning case studies. 

87 Robin Allen QC and Dee Masters, ‘Technology Managing People – the legal implications: A report for the Trades Union Congress 
 by the AI Law Consultancy’ TUC and AI Law (2021). Available at: 
 https://www.tuc.org.uk/sites/default/files/Technology_Managing_People_2021_Report_AW_0.pdf 
 For specific guidance on Algorithmic Impact Assessment within Collective Agreements, see forthcoming guidance from the 
 IFOW and TUC. 

88  TULRCA, ss 146 & 152

89 See forthcoming guidance by the Trades Union Congress on Algorithmic Impact Assessment. 

https://indd.adobe.com/view/cfdde042-6ba6-4714-9d90-3434c50424fe
https://www.gov.uk/employment-status
https://www.equalityhumanrights.com/en/publication-download/measuring-and-reporting-disability-and-ethnicity-pay-gaps
https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/lawful-basis-for-processing/special-category-data/
https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/lawful-basis-for-processing/special-category-data/
https://www.tuc.org.uk/sites/default/files/Technology_Managing_People_2021_Report_AW_0.pdf


90 Etikan, Ilker, Sulaiman Abubakar Musa, and Rukayya Sunusi Alkassim. “Comparison of convenience sampling and purposive 
 sampling.” American journal of theoretical and applied statistics 5, no. 1 (2016): 1–4.

91 Jeremias Adams-Prassl, Halefom Abraha, Aislinn Kelly-Lyth, and Michael Silbermann, ‘(Draft) Regulating Algorithmic 
 Management: A Blueprint’. Forthcoming (2022). Drawing inspiration from: Min Kyung Lee, Ishan Nigam, Angie Zhang, 
 Joel Afriyie, Zhizhen Qin, and Sicun Gao, “Participatory Algorithmic Management: Elicitation Methods for Worker Well-Being 
 Models.” Proceedings of the 2021 AAAI/ACM Conference on AI, Ethics, and Society (AIES ’21) (2021).

92 Fishkin, James S., Democracy when the people are thinking: Revitalizing our politics through public deliberation. 
 Oxford University Press (2018).

93 See Art 9(3) of the Platform Worker Directive: The platform workers’ representatives or the platform workers concerned may be 
 assisted by an expert of their choice, in so far as this is necessary for them to examine the matter that is the subject of 
 information and consultation and formulate an opinion. Where a digital labour platform has more than 500 platform workers in 
 a Member State, the expenses for the expert shall be borne by the digital labour platform, provided that they are proportionate.

94 See more in: Graham, Logan, Abigail Gilbert, Joshua Simons, Anna Thomas (2020) Artificial Intelligence in Hiring: Assessing 
 Impacts on Equality. Available at: 
 https://www.ifow.org/publications/artificial-intelligence-in-hiring-assessing-impacts-on-equality 

95 Ramirez, Rafael, Malobi Mukherjee, Simona Vezzoli, and Arnoldo Matus Kramer, “Scenarios as a scholarly methodology to 
 produce “interesting research”.” Futures 71 (2015): 70–87.

96 Some have understood this as delivering ‘reparations’: Davis, Jenny L., Apryl Williams, and Michael W. Yang, “Algorithmic 
 reparation.” Big Data & Society 8, no. 2 (2021): 20539517211044808.

97 Dobbe, Roel, Thomas Krendl Gilbert, and Yonatan Mintz, “Hard Choices in Artificial Intelligence.” 
 arXiv preprint arXiv:2106.11022 (2021). 

98 Dobbe, Roel, Thomas Krendl Gilbert, and Yonatan Mintz, “Hard Choices in Artificial Intelligence.” 
 arXiv preprint arXiv:2106.11022 (2021). 

99 ‘Semantic indeterminism’, see: Dobbe, Roel, Thomas Krendl Gilbert, and Yonatan Mintz, "Hard choices in artificial intelligence."
 Artificial Intelligence 300 (2021): 103555.

100 ‘Value pluralism’, see: Dobbe, Roel, Thomas Krendl Gilbert, and Yonatan Mintz, “Hard choices in artificial intelligence.” 
 Artificial Intelligence 300 (2021): 103555.

101 Brown, Shea, Jovana Davidovic, and Ali Hasan, “The algorithm audit: Scoring the algorithms that score us.” 
 Big Data & Society 8, no. 1 (2021): 2053951720983865.

102 See, for instance, regarding the US experience: Krege, Lisa, ‘Union Collective Bargaining Agreement Strategies in Response to 
 Technology’ UC Berkley Labour Centre Working Paper, Technology and Work Programme (November 2020).

103 In Sweden, firms and workers have an established model since the 1970s called ‘Job Security Councils’, whose aim is to ensure 
 a smooth transition from jobs and solve the reskilling and redeployment needs created by the adoption of new technologies 
 in the workplace. They are funded by both workers and employers. 
 See: https://www.eurofound.europa.eu/observatories/emcc/erm/support-instrument/job-security-councils

104 Also known as ‘data reciprocity’. See: TUC AI Manifesto, Kaoosji, Sheheryar, ‘Worker and Community Organizing to Challenge 
 Amazon’s Algorithmic Threat’. In The Cost of Free Shipping: Amazon in the Global Economy, edited by Alimahomed-Wilson, 
 Jake and Ellen Reese, London: Pluto Press, (2020); and see: A.B. 701, 2021–2022. Warehouse distribution centers (CA), 
 granting certain Californian warehouse workers access to a limited subset of such data.

105 Ibid.

106 This was piloted to elicit preferences for shift schedules and managerial rules that assign shifts (managerial fairness) in one 
 workplace. Through this review, the team elicited information about interest in tasks, perceived social usefulness, desired 
 amounts of social interaction, stress associated with tasks, opportunities for higher earning and career advancement, job  
 security and opportunities for independent decision-making. This drew upon key metrics of task impact on worker physical 
 and psychological wellbeing. Through the process, it was revealed that different types of workers had different preferences 
 (in terms of shift type, shift time, total hours, weekday vs weekend working) which could be largely accommodated 
 algorithmically through increased worker personalisation. Using the system in this way overcomes the tendency in algorithmic 
 management for workers to lose their ability to express preferences. Meanwhile, managers also benefit through greater ability 
 to create schedules which are responsive to individual characteristics. See more in: Min Kyung Lee, Ishan Nigam, Angie Zhang, 
 Joel Afriyie, Zhizhen Qin, and Sicun Gao, “Participatory Algorithmic Management: Elicitation Methods for Worker Well-Being 
 Models.” Proceedings of the 2021 AAAI/ACM Conference on AI, Ethics, and Society (AIES ’21) (2021): 715–726.

107 Robertson, Samantha, and Niloufar Salehi, “What If I Don't Like Any Of The Choices? The Limits of Preference Elicitation for
 Participatory Algorithm Design.” arXiv preprint arXiv:2007.06718 (2020).

108 Silberman, M. “Operating an employer reputation system: Lessons from Turkopticon, 2008–2015.” 
 Comp. Lab. L. & Pol’y J. 37 (2015): 505.

109 See forthcoming guidance for the TUC to review approaches to developing technology forums.

Good Work Algorithmic Impact Assessment  Version 1: An approach for worker involvement53 Institute for the Future of Work

ENDNOTES

https://www.ifow.org/publications/artificial-intelligence-in-hiring-assessing-impacts-on-equality
https://www.eurofound.europa.eu/observatories/emcc/erm/support-instrument/job-security-councils


Registered charity number 1180718

Somerset House 
The Exchange
London 
WC2R 1LA

www.ifow.org
@FutureWorkInst

www.ifow.org
https://twitter.com/FutureWorkInst
https://www.ifow.org

