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Executive summary
The use of artificial intelligence (AI) presents 
risks to equality, potentially embedding 
bias and discrimination. Auditing tools are 
often promised as a solution. However our 
research, which examines tools for auditing 
AI used in recruitment, finds these tools are 
often inadequate in ensuring compliance 
with UK Equality Law, good governance and 
best practice. 

We argue in this report that a more 
comprehensive approach than technical 
auditing is needed to safeguard equality in 
the use of AI for hiring, which shapes access 
to work. Here, we present first steps which 
could be taken to achieve this. 

This work has been completed as part of 
the Institute for the Future of Work Equality 
Programme. 

Key findings
•  Auditing tools are rarely explicit 
 about their purposes – users 
 need to understand what they are 
 evaluating, and why

•  Auditing tools are rarely explicit 
 about key definitions of bias or 
 fairness

•  Auditing tools made in the US 
 routinely import US assumptions 
 about the requirements of Equality 
 law, which differ in the US and 
 the UK

•  Auditing tools offer a ‘snapshot’ of 
 bias in an AI system, rather than an 
 evaluation of its impacts over time 

•  Impacts of AI systems on equality 
 are not adequately considered, 
 or prioritised, within existing 
 approaches to auditing

•  Auditing tools are not designed or 
 equipped to address and mitigate 
 many forms of bias, discrimination 
 and inequality when they are 
 detected

•  Unless auditing tools are focussed 
 on relevant equality questions, 
 and their use is integrated into a 
 wider equality impact assessment, 
 their utility for promoting equality 
 is limited 
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We recommend
To companies:

• Equality should be recognised as a
 guiding principle in the deployment 
 of AI and auditing systems, 
 alongside Fairness, Accountability, 
 Sustainability and Transparency 
 and Data Protection principles

• Regular auditing for equality, and 
 taking steps to make appropriate 
 adjustments where inequality 
 is identified, are required to avoid 
 breach of the Equality Act where AI 
 systems are used to determine 
 access to work 

• Companies should integrate
 technical auditing into a wider 
 equality impact assessment help 
 understand the different types of 
 impact on equality and take action 
 in response 

• To promote legal compliance, 
 good governance and best 
 practice, this wider equality impact 
 assessment should aim to exceed 
 the requirements of national 
 equality legislation, as well as 
 data protection and employment  
 legislation 

• Before deploying automated hiring 
 tools, companies should consult 
 their workforce and any affiliated 
 union, to discuss potential impacts 
 on equality and proposal for 
 equality impact assessment

To policy-makers: 

• Equality should be recognised 
 as a guiding principle in the 
 design and deployment of AI and 
 auditing systems, alongside 
 Fairness, Accountability, 
 Sustainability and Transparency 
 and Data Protection principles

• CEOs and HR leaders need practical 
 guidance on effective auditing 
 and its wider role to promote legal 
 compliance, good governance and 
 best practice

• Professional and industry 
 standards for auditing tools, 
 including auditing for equality, are  
 urgently required to maintain 
 high, consistent standards. 
 We recommend that this initiative 
 is led and coordinated by the CDEI 

• Auditing must fit within a broader 
 approach to evaluating the 
 impact of AI systems on equality. 
 This comprehensive evaluation 
 should include reasonable 
 consideration of impacts on 
 equality of opportunity and  
 outcome, and focus companies 
 on the making of adjustments to 
 mitigate relevant adverse impacts 
 which have been identified

• Equality impact assessments would 
 provide insight to inform collective 
 debate about possible proactive 
 steps by employers and others to 
 actively promote equality between 
 individuals and groups



Executive summary

AI in hiring: Assessing impacts on equality  5Institute for the Future of Work

To developers: 

• An improved technical auditing 
 tool should be developed 
 which pays close attention to the 
 requirements and purpose of UK 
 Equality Law

• Computer scientists and policy 
 makers should work together to 
 develop (i) a greater understanding 
 of the risks presented by AI to 
 patterns of systemic inequality 
 over time (ii) develop approaches to 
 addressing bias, fairness and 
 equality 

• Equality should be recognised as 
 a guiding principle in engineering 
 and design, alongside Fairness, 
 Accountability, Sustainability and 
 Transparency and Data Protection 
 principles

• All auditing tools should:
 –  Define and share sensitive   
  attributes used for auditing;
 –  Define and share in words all key 
  terms used, including bias, 
  unfairness and discrimination;
 –  Define and share statistical 
  definitions of bias, unfairness 
  and discrimination evaluated 
  by the auditing tool 

• A tool should be developed to 
 inform requirements for, and the 
 choice between, statistical 
 definitions for the context in 
 which they are used

Invitation to collaborate

Based on the findings in this report, 
we invite leaders and champions 
of equality to co-develop and pilot 
an equality impact assessment 
with us. 

See our first iteration of this 
equality impact assessment in 
Annex 1. 

Regular auditing for equality, 
and taking steps to make 
appropriate adjustments 
where inequality is identified, 
are required to avoid breach 
of the Equality Act where 
AI systems are used to 
determine access to work. 



Context
Widespread adoption of artificial intelligence 
(AI) is transforming work and lives across the 
UK.1 98% of Fortune 500 companies use AI or 
data driven systems at some stage of hiring2. 
The coronavirus crisis is accelerating the 
adoption of such systems to recruit, evaluate, 
track and onboard employees.3 Employers 
are ‘panic-buying’ automated onboarding and 
monitoring systems. Amazon, for instance, 
recently used data-driven technology to 
on-board 1,700 staff in a day.4 Serco has cut 
the time it takes to hire a worker from 4 weeks 
to 4 days.5 
 
The Institute for the Future of Work’s research 
suggests that AI tends to be used in three 
primary areas in the workplace: hiring, 
management and performance review.6 
As our economy adjusts to the shock of the 
crisis, and several cycles of social distancing 
and self-isolation over the coming months 
or years,7 coronavirus will accelerate several 
prominent future of work trends. This includes 
the increasingly pervasive use of automated 
hiring systems. The Institute for the Future of 
Work anticipates more frequent transitions 
of workers between firms and sectors, as 
some stall, such as hospitality and traditional 
transport, whilst others grow, for example 
delivery services, on-line retail and technology.8 
 

At a time of such profound change, equality 
matters more than ever. Human decisions 
about how AI systems are designed and 
deployed will shape access to and experience 
of work for generations to come. There is 
strong evidence that promoting equality is 
economically beneficial, as well as socially just. 
Research has found that as much as two fifths 
of productivity growth since 1960 is the result 
of reducing barriers to women and BAME men;9 
and that promoting equality in the workplace 
would expose children in more families to 
factors that drive innovation, quadrupling 
the total number of inventors.10 The equality 
agenda is becoming ‘mainstream’ within the 
business community.11 
 
Statistical decision-making systems, using 
assumptions based on big data to predict 
future behaviour of individuals, are becoming 
ubiquitous in our economy, society, and 
government. So decision-makers must 
embed thinking about the implications for 
equality when designing and deploying these 
systems, in addition to considering fairness, 
accountability, sustainability and transparency 
(the ‘FAST’ principles) and data protection 
principles.12 People are also more likely to 
accept the widespread use of AI if it adheres 
to the rule of law, and reflects common values 
of justice and equity.13 

Comprehensive evaluation of AI systems 
is a process that includes auditing the 
consequences of correlations being drawn by 
AI systems, documenting these, and evaluating 
the differential impact of AI systems upon 
people with different characteristics across 
time. This process must ensure proper regard 
is given to understanding different types of 
impact on equality, offer frameworks for 
reasoning about trade-offs between those 
different types of impact, and should point to 
steps that can be taken to mitigate inequalities 
identified. Moreover, decision-makers should 
be encouraged to actively promote equality, 
even where doing so exceeds the strict 
requirements of equality law. 
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Executive Summary

At a time of such profound change, equality 
matters more than ever. Human decisions 
about how AI systems are designed and 
deployed will shape access to and experience 
of work for generations to come. There is 
strong evidence that promoting equality is 
economically beneficial, as well as socially 
just. 
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Our report proceeds as follows. 

We demonstrate the case for evaluating the 
impact of AI on equality. 

We review the different technical, statistical 
and necessarily narrow approaches to 
defining bias and fairness in AI which are 
often used in auditing tools. 

We outline the inadequacies of these 
definitions in addressing the risks to equality 
of machine learning hiring systems, and 
present the expectations of UK equality law.

We review of existing tools for auditing AI 
systems in hiring, evaluating the strengths 
and limitations of each. 

We outline how technical auditing should fit 
within a broader process of equality impact 
assessment (EIA). 

Finally, we identify directions for future 
research, policy and legal development, 
focussing on where we think the stakes 
are highest. 

Throughout this report, we draw on a strong 
body of work in the UK on AI governance and 
algorithmic decision-making. This includes 
draft guidance on an AI auditing framework 
published by the Information Commissioner’s 
Office (ICO), several robust committee reports 
from the Houses of Commons and Lords, 
and reports by the Centre for Data Ethics 
and Innovation (CDEI), ADA and the Turing 
Institute.14 This strong and growing body of 
work covers a range of approaches to making 
algorithmic systems compliant with the FAST 
and data protection principles. However, this 
work has not on the whole explored the impacts 
and implications of use of AI on equality. 
Reference is sometimes made to the prevention 
of discrimination, but what this means and 
how it can be done is not stated.15 Further, 
discussion of legal requirements tends to focus 
on data protection law, rather than equality law. 
This means the growing challenges AI poses for 
structural inequality can be obscured, and the 
role of human decision makers minimised.16 
Our report begins to fill these gaps.

Institute for the Future of Work 

Executive Summary

Discussion of legal 
requirements tends to focus 
on data protection law, 
rather than equality law. 
This means the growing 
challenges AI poses for 
structural inequality can 
be obscured, and the role 
of human decision makers 
minimised.
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Artificial intelligence (AI) is a scientific field 
rather than a particular technology, which 
holds within it contested perspectives as to 
how it should function. Machine learning is a 
category of AI in which computers ‘learn’ from 
data how to accurately perform specific tasks 
– such as targeting potential applicants for a 
job. Instead of being explicitly programmed 
to follow a set of rules, machine learning (ML) 
systems learn how to accurately estimate an 
outcome from quantitative data sets, which are 
used to train and evaluate performance of a 
model over time. 

Section 1

Understanding AI
‘ML is often presented in a way that suggests 
 neutrality: an algorithm of independent 
 capability with more processing power and 
 less emotion than human actors. The reality 
 is far messier. ML is a set of techniques 
 designed by a human which addresses a 
 problem defined by a human, trained 
 on data-sets which usually encode the 
 structures, opportunities and disadvantages 
 of a very human landscape’.17 

The ML system will identify patterns from 
correlations between characteristics in data 
which match what has been defined as a 
‘successful’ outcome in the past to predict for 
‘success’ in future. Because ML systems use data 
about the past to inform decisions that shape 
the future, they can reproduce existing patterns 
encoded in training data, including historic 
inequalities among social groups: races, genders, 
classes, and geographic regions. In this sense, 
their interpretation as offering neutral 
and absolute insight is often misplaced18.

ML systems may identify statistical correlations 
from a range of data points which no human 
mind has consciously identified as ‘relevant,’ 
continually absorbing new information and 
seeking new correlations as they learn. 
This renders any snapshot in time inadequate 
in understanding the risks posed to equality. 
In a broad range of contexts, ML can replicate, 
and potentially exacerbate, past patterns of 
bias, discrimination and inequality, reinforcing 
established patterns and projecting them into 
the future on an unprecedented scale.19 
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Section 1
Understanding AI

Machine learning systems are evaluated by 
how satisfactorily they appear to predict future 
‘success’. But because they are not human, they 
cannot critically evaluate past definitions of 
‘success’ against which this future performance 
becomes a benchmark. This sits outside of 
their task and remit, and instead requires 
human judgement. 

Consider a simple example: a machine learning 
model that estimates the probability that 
someone will click on a job advert online. 
The model predicts the probability that 
someone will click on a particular job advert. 
If the click behaviour of people online is 
stereotyped in gendered ways, for instance, 
men tending to click on adverts for ‘NHS hospital 
manager’ and women for ‘social care worker,’ 
then a machine learning model trained to 
estimate click probability will show men 
more adverts for managerial jobs and women 
adverts for caring jobs. If there are persistent 
inequalities in the incomes attached to these 
jobs, then this machine learning model will 
entrench patterns of gender-based inequality 
– potentially on a significant scale.20 This is 
because ML models learn from past patterns 
of human behaviour, reflecting these patterns 
back to us. When an ML model’s predictions 
are used in decision-making, this can entrench 
those patterns, creating a powerful feedback 
loop. 
 

ML predictions are not predictions about a 
particular individual, but about groups who 
share certain features or patterns of behaviour. 
They leverage group patterns that most 
accurately predict relevant outcomes. A ML 
model learns that past patterns of behaviour 
are correlated among groups of similar gender, 
ethnicity, age, and so on. When the model 
replicates those patterns, that is not because it 
is using gender in its predictions but because it 
has ‘learned’ that gender, age or ethnicity shape 
click patterns. Any particular characteristic 
could be excluded as a variable from the 
model’s training data and an accurate model 
would still learn these correlations.21 
 
The “Equality Through Transition” paper, 
published by the Institute for the Future of Work, 
discusses how technical tools can replicate and 
reinforce social inequalities in greater detail. 
ML systems are designed by humans and reflect 
human choices. Humans must be accountable 
for how they design and deploy ML systems and 
how they evaluate the impact of those systems 
– particularly on equality. 

This report uses the term AI for simplicity’s 
sake, but almost all the tools we evaluate and 
examine primarily use machine learning.

Machine learning predictions are not 
predictions about a particular individual, but 
about groups who share certain features or 
patterns of behaviour. They leverage group 
patterns that most accurately predict relevant 
outcomes. A machine learning model learns 
that past patterns of behaviour are correlated 
among groups of similar gender, race, 
ethnicity, age, and so on. 

There is nothing inevitable 
about how AI shapes the 
future. How AI changes work, 
for instance, will depend 
on how governments and 
businesses design and 
deploy their AI systems. 
As AI is increasingly used 
to source, screen, select, 
and manage employees, 
policy makers and technical 
experts must develop 
systematic frameworks to 
evaluate a range of impacts 
on individuals, groups and 
society.
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Why evaluate the impact of 
AI on equality? 
There is nothing inevitable about how AI 
shapes the future. How AI changes work, for 
instance, will depend on how governments 
and businesses design and deploy their AI 
systems. As AI is increasingly used to source, 
screen, select, and manage employees, policy 
makers and technical experts must develop 
systematic frameworks to evaluate a range 
of impacts of AI systems on individuals, 
groups and society. These frameworks will 
shape whether AI undermines, or furthers, 
the pursuit of equality at work. AI offers 
enormous opportunities to boost efficiency 
and productivity, but it also poses 
considerable risks that employers will 
unwittingly propagate patterns of bias, 
discrimination and inequality.

Existing approaches 
 
Existing approaches address different aspects 
of evaluating the impact of AI on one type of 
equality. These are all necessary components 
of a holistic approach to AI equality impact 
assessments, but they are not sufficient. 
The narrowest and most focused component 
is to execute a technical and statistical audit 
of bias and fairness within an AI system, such 
as those we analyse in this report. A broader 
approach should also ensure compliance with 
legal requirements, such as the ICO’s guidance 
on auditing which includes advice on when 
and how businesses should undertake a 
Data Protection Impact Assessment (‘DPIA’). 
Beyond technical and legal components, 
impact assessments may also evaluate how 
AI systems impact the FAST principles, and 
other relevant principles and guidance.22 
Existing frameworks that focus specifically 
on risk assessment may also overlap with 
evaluating impacts on equality, including 
human rights, environmental and privacy 
assessments.23 

Why go further?
 
The Institute for the Future of Work proposes 
an additional principle to guide evaluations of 
the impact of AI systems on individuals, groups 
and society: ‘equality’, as we define below. 
We think that this additional principle would 
enrich existing approaches is essential to guide 
both technical auditing tools and to wider 
impact assessments of AI systems.

We propose the integration of an improved 
technical auditing tool, which pays closer 
attention to equality, into a broader framework 
for evaluating a range of impacts on equality 
within equality impact assessments (EIAs). 
EIAs should be a critical part of effective 
regimes for governance, best practice and 
oversight as the use of AI becomes ever 
more widespread. This will build public and 
workforce trust in AI and contribute to 
building a future of better work and, in turn, 
a fairer society.24 

Equality should be recognised 
as a guiding principle in the 
design and deployment of 
AI and auditing systems, 
alongside Fairness, 
Accountability, Sustainability 
and Transparency.



Auditing: Statistical definitions
of bias and fairness
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Section 2

Auditing: Statistical definitions 
of bias and fairness

Auditing something effectively – whether 
accounts, a policy, or an AI system – 
requires clarity about what you are 
auditing for. Clarity about definitions is 
critical to both designing AI systems and 
to evaluating those systems using auditing 
tools. 
Computer scientists can only work effectively 
with corporate managers and policy makers if 
there is shared clarity about which definitions 
are being used at each stage.25 
 
AI auditing tools apply particular definitions of 
bias and fairness, derived from and articulated 
by computer science research, to evaluate AI 
systems. There is often no ‘correct’ statistical 
definition of what constitutes an unbiased or 
fair AI system. This means auditing tools must 
be explicit and clear about which definitions 
they evaluate, what those definitions mean, 
and in what ways they are limited. 

Consider the machine learning model 
introduced earlier, that estimates the 
probability that someone will click on a 
job advert online. This model predicts the 
probability that someone will click on a 
particular job advert. The model is trained 
on data about who has clicked on which job 
adverts in the past. Adverts the model predicts 
a particular user is most likely to click is shown 
to that user, whilst adverts the model predicts 
a particular user is not likely to click is shown 
to other users who are more likely to click on 
it. Let’s call this model p(click).

The estimates of click probability this model 
produces make a significant difference to 
which users see which job adverts. This is 
exactly the kind of model used by companies 
like Google, Facebook, Amazon and others to 
help determine whether to show particular 
adverts to individual users. In this section 
we will use this example to illustrate how 
five popular definitions used in auditing are 
limited in their ability to respond to the various 
challenges set out by the Equality Act. While 
these definitions are commonly used it should 
be noted they are not comprehensive.26
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Section 2
Auditing: Statistical 
definitions of bias 
and fairness

2 
Calibration
The intuitive idea behind calibration is 
simple. Calibration means that people 
who have a particular probability or 
risk score can be understood to have 
that probability or risk score regardless 
of their gender, ethnic group, or other 
demographic attributes. 

If a model identifies a set of people as 
having probability – ‘p’ – of clicking on a 
job advert, the model is well-calibrated 
if approximately p fraction of people do 
in fact click on the advert. Models should 
be well-calibrated across different 
protected groups. This is equivalent to 
requiring that for a set of people with 
probability p of clicking on an advert, 
outcomes should be independent of 
protected attributes. 

So to continue our earlier example, a 
model would be well calibrated if it 
estimated correctly – as confirmed by 
the training dataset – that women had 
a higher probability than men to click 
on the ‘social care worker’ advert than 
‘hospital manager’ advert.

Calibration is desirable in almost all 
circumstances. However, calibration 
should be thought of more as a measure 
of good practice in machine learning 
than as a guarantor of fairness.30 

1 
Anti-classification
Anti-classification is perhaps the simplest definition 
of fairness – for that reason, it can also be misleading. 
Anti-classification holds that protected attributes – such 
as race or gender – and their close proxies should not 
be explicitly used to make decisions. In practice this is 
interpreted to mean protected variables are removed 
from training data sets and ML models.
 
Anti-classification stems from the idea that decisions 
should be “colour-blind” or “gender-blind”. 
Its widespread grip on current approaches in 
computer science is driven by narrow interpretations 
of discrimination law, particularly in the US.27 
However, anti-classification will fail to secure 
fairness and may often undermine it.
 
First, it is often unclear which variables should be 
removed under anti-classification, since “close proxies” 
is a vague concept. The US Department of Housing and 
Urban Development (HUD) recently ran into this problem 
when defining discrimination in AI.28 As outlined above 
past click behaviour for job adverts could generate 
problematic if predictable, gender bias. However, as 
ML systems can take in a wide range of datapoints and 
relationships, less obvious considerations can be taken 
into account. For instance, if past ‘successful’ staff at a 
company were all found to like skiing related Facebook 
pages, or shop at Ocado, or live in more affluent 
postcodes, those with similar (affluent) characteristics 
would become preferred candidates.

Second, removing protected features and close proxies 
in the learning process can make models both less 
accurate and less fair. Anti-classification blinds ML 
models rather than ensuring they do not replicate 
patterns of inequality. For instance, removing gender 
from the training dataset of the p(click) model will not 
prevent the model from replicating the stereotyped click 
behaviour of users. In fact, removing gender may reduce 
the performance of the model overall, exacerbating 
disparities in the job adverts shown to men and women. 
It may be better to ensure ML models make accurate 
predictions, rather than blinding them, as part of an 
overall decision-making system that respects the 
requirements of discrimination law and the pursuit of 
equality. The machine learning community has 
begun to coalesce around the view that unless legally 
required, models should not be arbitrarily blinded to 
protected traits.29
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Section 2
Auditing: Statistical 
definitions of bias 
and fairness

3 
False positive and false 
negative rates
In statistics, when performing multiple 
comparisons, a false positive ratio is the 
probability of falsely rejecting the null 
hypothesis for a particular test. Where a system 
assigns positive or negative scores to people, 
false positive (FPR) and false negative rates 
(FNR) can be used to measure how often the 
model incorrectly assigns a positive or negative 
score across protected groups. One common 
definition of bias and unfairness holds that 
ML models should not systematically make 
mistakes, in either the positive or the negative 
direction, across protected groups. 

To explore this with our example, a training 
data set which presented evidence that 20% of 
female viewers of the care job advert clicked 
on it, whereas 3% of male viewers did, may 
generate the null hypothesis that women were 
more likely to respond to the advert. Women, 
or a proxy representing them as a classified 
group, would then be assigned a positive 
score. If this was found to be ‘correct’ in 
implementation, with more women clicking on 
the advert than men, the nul hypothesis would 
be accepted, leading to a learned rule. In turn, 
the rate would not be deemed ‘false’ by an 
auditing tool using this definition of fairness. 

Whilst FPR and FNR are intuitive definitions of 
fairness, their relevance depends heavily on 
context.31 In particular, the three definitions 
of bias and fairness cannot all be achieved 
simultaneously. If an outcome is distributed 
unevenly across two social groups, a model 
which predicts that outcome cannot be 
well-calibrated and have equal false positive 
rates and have equal false positive rates across 
a protected group. In our example, if the 
probability a user clicks on a particular advert 
differs across men and women, a model that 
predicts click probability cannot both be well 
calibrated and have equal FPR and FNR. 
When data encodes patterns of inequality 
– as it usually does in our own unjust world 
– there are conflicts between different 
statistical definitions of fairness.32 

4 
Demographic parity 
(The 4/5ths rule)
Demographic parity holds that a model must 
assign an average probability that is equal (or 
in some fixed proportion) across two groups. 
This means that p(click) should produce 
estimates of click probability that are equal 
(or in some fixed proportion) across different 
genders or racial groups. 
 
In the US, a form of demographic parity is 
required by the Equal Employment 
Opportunity Commission (EEOC) according to 
the 4/5ths (or P%) rule. The rule states that 
the ratio of probability of selection of the 
lowest probability group to the highest 
probability group should not be less than 
80%. For instance, if 60% of male applicants 
are invited for interview, no less than 48% of 
women should be invited for interview.33 
 
Demographic parity is a crude measure of 
fairness. Often data reflects real differences 
between groups of people, differences that 
are not natural or inevitable, but which are 
produced by historic patterns of inequality and 
injustice. This might include the stereotyped 
click behaviour of users encoded within 
p(click)’s training data. Artificially imposing 
a consistent statistical pattern on these 
differences can obscure policy questions about 
how to make decisions in the context of social 
and economic inequalities.34 
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Section 2
Auditing: Statistical 
definitions of bias 
and fairness

Technical definitions in review 
These technical definitions are useful 
indicators for evaluating the impact of an AI 
system on equality, but they are not sufficient. 
They measure whether an AI system [respects or 
violates particular statistical patterns, but they 
have no bearing on whether those patterns are 
appropriate or justified, and if they are not, why 
they not]. This means they can measure whether 
a ML system creates statistically different 
outcomes for members of particular protected 
groups, but cannot show whether this is ‘fair’ 
or ‘discriminatory’ without identifying the 
causes of the statistical disparities, is beyond 
their design capability, thus instead requires 
human analysis.

Consider an example. P(click) might be 
well-calibrated, respect the anti-classification 
definition of fairness, and not violate the 
4/5ths rule. And yet, it might still reinforce 
patterns of inequality on an enormous scale, 
consistently showing job adverts with lower 
average salaries to women than men. This is not 
because of unequal FPR or because the model 
violates counter-factual fairness, the other two 
definitions of bias and unfairness. It is because 
the model reflects back to us a persistent pattern 
of social inequality, produced by the long history 
of excluding women from the labour market.

Narrow definitions of bias and fairness can help 
decision-makers understand what systems are 
doing, but they offer no guidance about how 
those findings should be interpreted given that 
data encodes historic patterns of injustice. 

We argue this is what an audit tool serving the 
purpose of equality should be doing: identifying 
different patterns of inequality and exposing 
the correlations which are being drawn, so that 
a decision-maker can assess how these patterns 
arise and what can be done to mitigate them. 
This might, for example, involve adjusting 
the training data fed into the ML model or the 
correlations it is and is not programmed 
to identify.

5 
Counterfactual fairness 
Counterfactual fairness also corresponds 
closely to the sort of analysis which is used 
in equality law analysis, i.e. identifying if a 
particular protected characteristic played 
an unjustified causal role in decision making 
about an individual by asking what would 
have happened ‘but for’ the person having 
that characteristic.35 [It holds that given a 
classification for a particular person, had that 
person’s sensitive feature(s) been different, 
then all else equal, the classification would 
have been the same. If the model estimates 
the probability p that a woman clicks on an 
advert, if her gender is flipped, the model 
should produce the same probability p.] 

Again, whilst intuitive on the face of it, 
the benefit and consequences of applying 
counterfactual fairness depends heavily on 
context.36 For instance, requiring that p(click) 
produces the same click probability to a user 
if their gender were flipped means artificially 
ignoring genuine differences in the correlation 
of click behaviour with gender. It might, 
for instance, result in Google, Facebook or 
Amazon showing job adverts to people they 
have no interest in applying for. 

There is often no ‘correct’ statistical 
definition of what constitutes an unbiased 
or fair AI system. This means auditing tools 
must be explicit and clear about which 
definitions they evaluate, what those 
definitions mean, and in what ways they 
are limited. 



Auditing equality: 
UK legal requirements 

17
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This spectrum of requirements under the 
EA demonstrate that the purpose of the EA 
is to produce ‘better outcomes for those who 
experience disadvantage,’ as the Explanatory 
Notes reiterate.37 The Equality and Human 
Rights Commission explains that the focus of 
the EA is to ‘protect the rights of individuals 
and advance equality of opportunity for all.’ 
The Commission goes on to explain that the 
EA includes wider duties and mechanisms which 
aim to positively advance equality, including 
reducing certain types of equality of outcome. 
Taken together, these duties suggest that the 
EA is designed to tackle systemic or ‘structural’ 
inequalities, as much as protect individual 
rights. This is an important component of the 
UK approach in an age of AI since, as we have 
seen, ML Systems can replicate inequalities 
that do not conform to narrow definitions of 
discrimination, and can identify groups with 
common traits not classified as protected 
characteristics, making decisions over time 
which could disadvantage and or exclude them 
from the labour market at scale. 

In addition, as the Institute for the Future of 
Work describes in Equality Through Transition, 
the impacts of automation and AI affect equality 
at a systems and firm, as well as individual, level. 

The UK legal framework, set out in the Equality 
Act 2010 (‘EA’), uses several definitions of 
‘equality’ and how to promote them. It 
does not permit individuals to be treated 
differently because of a particular ‘protected 
characteristic’, which includes age, disability, 
gender reassignment, marriage and civil 
partnership, pregnancy and maternity, race, 
religion or belief, sex, sexual orientation 
without express statutory authority. This is the 
prohibition of direct discrimination. It does 
not permit the use of provisions, criteria or 
practises (PCPs) which have different adverse 
effects on members of groups with particular 
protected characteristics unless the use of 
such PCPs can be shown to be a proportionate 
means of achieving a legitimate aim. This is the 
prohibition of indirect discrimination. It requires 
certain ‘reasonable adjustments’ to be made 
for disability. It also requires public authorities 
to give ‘due regard’ to the needs to eliminate 
unlawful discrimination, advance equality of 
opportunity and foster good relations between 
members of different groups.

Section 3

Auditing equality: 
UK legal requirements 

There are long-standing disagreements 
about what is meant by ‘equality’ and 
whether what should be promoted is 
a ‘fair’ (or equal) outcome, or an equal 
opportunity, and whether ‘equality’ is 
measured on an individual or group basis. 
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Table 1: Auditing and evaluation of AI systems for equality

Definition

Direct discrimination 
(s13 EA)

Indirect discrimination 
(s19 EA)

Making adjustments 
(s20 EA) 

Equality duty 
(Part 11, especially s 149)

Reduction of equalities 
of outcome (s 1 EA)

Remit

Individual rights to challenge less 
favourable treatment which occurs
because of protected characteristic

Individual and group rights to 
challenge a practice which puts 
a group of people who share 
a protected characteristic at a 
disadvantage

Positive duties to make reasonable 
adjustments and offer extra 
support to avoid substantial 
disadvantage for disabled people

Positive duties to advance equality 
of opportunity and foster good 
relations between individuals and 
groups when making decisions

Duty to consider means to reduce 
known inequalities of outcome 
resulting from socio-economic 
disadvantage when making 
decisions

Audience

Public and private

Public and private

Public and private

Public 

Public

Is it in force?

Yes

Yes

Yes

Yes

Not in England 
and Wales; only 
in Scotland

Five of the most relevant definitions and 
mechanisms to steer auditing and evaluation 
of AI systems for equality are shown in Table 1. 

The ways in which the Equality Act may apply 
to the use of a ML system, including in hiring, 
is mostly untested. This means the scope and 
content of requirements on employers and 
others have yet to be fleshed out.

It may be difficult for a person to whom an 
AI system has been applied to know, or show, 
what the adverse effect of this has been on 
them, and what the link is with a particular 
protected characteristic. Our research has 
found that ML hiring systems can take into 
account factors such as a candidates’ post 
code, educational background or even voice 
which may be proxies for socio-economic 
background as much as proxies for a 
protected group.

If the disparity of effect is established using 
statistics, an employer may struggle to justify 
this if it cannot explain correlations drawn by 
its AI system. Employers are required to show 
a ‘real business need’ and that use of the AI 
system is ‘appropriate’ to achieve a ‘legitimate’ 
aim in order to avoid a court drawing an 
‘adverse inference’ of indirect discrimination. 
But, it is currently unknown how case law 
on causal reasoning will apply to the ‘black 
box’ of an algorithm when its designer may 
not understand the learned basis by which a 
statistical pattern has been discerned.38 
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Some commentators suggest that this may well 
mean that most uses of AI would constitute 
unlawful indirect discrimination, which is 
legally problematic for employers. An employer 
who has not predicted and sought to mitigate 
the impact of use of AI on disabled applicants 
or employees is likely to be in breach of 
the duty to make reasonable adjustments 
to its practices to avoid unlawful disability 
discrimination. And a public body which has 
not considered these issues or considered how 
it could advance equality may also be in breach 
of the public sector equality duty. 
 
In these circumstances, there are sound 
business, technical, legal and policy reasons 
why employers should aim to exceed the strict 
requirements of the law. Exercising caution in 
this way, and championing good conduct, will 
reduce the risks of a claim or finding under the 
Equality Act and support the development of 
AI systems that promote equality. It will also 
help establish new norms in best practice 
and build trust in AI, at a critical time in its 
development and use. Our approach, which 
suggests use of an equality impact assessment 
(EIA) to assess the effect of use of AI, aims to 
help employers achieve those goals. 

In turn, ‘equality’ should be defined as 
more than the absence of direct or indirect 
discrimination. In line with the fundamental 
purpose of the EA, the definition of ‘equality’ 
should capture each of the five models 
identified in this section. Specifically, 
evaluation of impacts on equality should 
extend to assessment of the risks and 
compliance with the five definitions above. 
AI systems should conform to the requirements 
of law in the jurisdiction in which they operate. 
However, as we have seen many technical 
definitions used in auditing are not equipped to 
achieve this. In turn, it is risky and problematic 
for regulation to be adapted to become 
translatable to enforcement through computer 
systems. To move forward, it is necessary to 
have a rigorous debate about responsibilities, 
policy and interpretations of the law. 

Recommendation

We recommend that large 
employers, i.e. those with more 
than 250 employees, which use 
AI tools in their hiring practices, 
should demonstrate leadership 
by conducting equality impact 
assessments as if sections 1 and 
Part 11 EA applied to them. 

There are sound business, 
technical, legal and policy 
reasons why employers 
should aim to exceed the 
strict requirements of the 
law. Exercising caution in this 
way, and championing good 
conduct, will reduce the risks 
of a claim or finding under the 
Equality Act and support the 
development of AI systems 
that promote equality.
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These ten tasks are divided across four 
key stages of hiring: sourcing, screening, 
interviewing, and selection. Automated Hiring 
Systems (AHSs) are software-based tools that 
support the hiring process. Some AHSs support 
all four stages of the hiring process whilst others 
support only a subset of stages. Each stage 
involves different decisions and data, and 
requires different approaches to identifying 
and mitigating bias, discrimination, and the 
reproduction of inequalities (Table 2).
 
Sourcing, the first stage, involves soliciting 
candidates, inviting applications, and 
advertising for the position. Tools like Textio 
evaluate whether the language employers use 
to advertise positions and solicit applications 
unwittingly favours particular genders or ethnic 
minorities. Screening, the second stage, involves 
evaluating whether candidates should be invited 
to interview, using information about their CV, 
and their job application. Auditing tools like 
Ideal aim to ensure that systems used to invite 
candidates for interview do not use sensitive 
data and respect legal definitions of statistical 
unfairness, such as the 4/5ths rule in the US.
 
Interviewing and selection, the third and fourth 
stages, involve using all available material to 
evaluate the likely performance of candidates. 
A variety of tools exist to evaluate the use of 
AI systems in these stages of the hiring process, 
including tools such as What-If, Aequitas, or 
AI Fairness 360. 

Section 4

Existing auditing tools
This report reviews existing auditing 
tools across a range of AI applications in 
the recruitment process. Our review is 
consistent with literature reviews which 
identify 10 underlying tasks that can be 
audited in relation to recruitment.39 

The 10 underlying tasks 

Vacancy prediction software

Job description optimisation software

Targeted job advertising optimisation

Multi-database candidate sourcing

CV screening software

AI-powered psychometric testing

Video screening software

AI-powered background checking

Employer branding monitoring

Candidate engagement chatbot/customer 
relationship management
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AI can be used in most of these four stages: 
to source candidates, for instance, by 
using AI in job advertisement; in screening 
candidates, for instance, in determining 
which candidates to invite for interview; 
and to inform selections, for instance to 
predict future job performance on the basis 
of sales, personality traits, job tenure, and 
other metrics. However, few employers 
have automated the entire hiring process, 
particularly the interviewing and selection 
stages. AI systems used in any one of these 
four stages can introduce bias, unfairness, 
and discrimination. For this reason many 
auditing tools are designed to present
findings which are easy for a human to 
interpret. In the context of ML systems, this 
is called ‘interpretability’.

Some Automated Hiring Systems support all 
four stages of the hiring process whilst others 
support only a subset of stages. Each stage 
involves different decisions and data, and 
requires different approaches to identifying 
and mitigating bias, discrimination, and the 
reproduction of inequalities.

Table 2: The four stages of the hiring process

Example of bias-reducing 
approach

Opening, selection criteria, 
and advertisement are 
derived and described in 
neutral way

Propensity of outreach is 
independent of sensitive 
attribute

Presence is equal across 
attributes

Pass (outcome) is 
independent of sensitive 
attribute

Model has no knowledge of 
sensitive attribute

Match is independent of 
sensitive attribute

Model representation is 
independent of sensitive 
attributep

Outcomes, in addition to 
current workforce, meets 
a predefined diversity 
standard

Stage

1. Sourcing

2. Screening

3. Interviewing

4. Selection

Decisions

Confirm opening

Description and criteria

Screen

Reach out

Pass for interview

Match to job

Pass/Fail

Classify performance

Hire

Compensate

Train

Match to job

Data

Job advertisement and 
selection criteria

Social media (e.g. LinkedIn), 
proprietary profiles 
(i.e. candidate platform), 
listserv, referral database

All data plus CV/resumé, 
candidate response, 
candidate performance on 
test, internal performance 
data

All data above plus question 
responses, visual/auditory 
data

All above plus interviewer 
evaluations
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Table 3: The four stages of building an AI system

Stage

1. Data

2. Model

3. Optimisation  
     criteria

4. Predictions

Challenges

The data entering the model 
reflects biases you don’t want 
the model to replicate 
(i.e. patterns of inequality 
across gender, race, 
performance).

The training data is not 
representative of the broader 
population.

The model itself has been 
written in such a way to create 
bias.

The function a model learns 
to optimize reflects a bias, 
by replicating unfair or 
discriminatory patterns.

The outcome a model is 
trained to predict has different 
meanings across different 
social groups, or is distributed 
unevenly.

The predictions have not been 
adjusted after-the-fact to 
remove bias.

Term for mitigation

Pre-processing

In-processing

In-processing

Post-processing

Address at this stage if...

You can modify the data; 
it is easy to modify the 
data; the data has a clear 
representation of sensitive 
attributes (sometimes 
true, sometimes not); data 
is not streaming; your 
pre-processing procedure 
removes bias.

You can find bias in your 
model (usually hard); you 
can extend your model to 
track and output fairness 
measures.

You can write a bias-adjusting 
optimisation criterion 
(sometimes easy, sometimes 
hard).

You can intervene on 
predictions before they are 
used; like in pre-processing, 
it is clear how to intervene to 
ensure fairness.

Building an AI system – in most cases using 
machine learning – is a process. Designing 
and deploying AI systems involves a series of 
choices made by engineers or data scientists, 
embedded within particular organizations, 
with different incentives, policies, and laws. 

These choices are made at four particular 
stages of building an AI system: assembling the 
data on which the system is trained, selecting 
the model, choosing the objective the system 
will optimize, and evaluating the predictions it 
produces. Bias, unfairness and discrimination 
can be introduced – or more often replicated, 
if it exists in the data – in each of these four 
stages (Table 3). 
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With this hiring process and the several possible 
sources of bias, unfairness and discrimination in 
mind, we analysed a range of existing auditing 
tools for AI in the workplace. We followed a three 
stage search for tools. 

First, we considered AHS full solutions and tools 
that had been reviewed in literature or had
self-published research. 

Second, we expanded to include commercial 
and open-source tools for interpretability 
tools focused on fairness and bias. We sourced 
commercial tools via their websites and 
open-source tools largely by searching for 
active and well-followed repositories on fairness 
on GitHub. 

Last, we incorporated a select few that we 
noticed are increasingly used in applied research 
around interpretability and fairness. While we 
believe this list covers the major tools, it is not 
comprehensive, nor is it long; the field is just 
emerging, and so are the tools. Here, we mostly 
focus on detection40. 

We explored each existing tool, analysing its core 
features and applications. We focused mostly on 
publicly available information, whilst obtaining 
some information via private channels where 
necessary. We evaluated what definition(s) of 
bias or unfairness the auditing system applies, 
where that information is clearly noted and 
publicly available (Table 4).

In the context of machine 
learning systems, interpretability 
is the ability to explain or to 
present in terms which are 
understandable to a human. 
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Table 4: Overview of auditing tools

Tool

audit-AI

Ideal

Textio

MeVitae

Fairness Flow

Aequitas

AI Fairness 360

InterpretML

What-If

Type

Commercial AHS, 
Open-source

Commercial AHS

Commercial AHS

Commercial AHS

Commercial, 
Internal

Open-source

Open-source

Open-source

Open-source

Description

Developed by pymetrics internally, 
and then open sourced, audit-AI is a 
tool for detecting bias
in a machine learning algorithm.

An intelligent AHS that can test for 
the 4/5ths rule.

An intelligent writing assistant 
that can detect bias in language 
(e.g. gendered language).

An intelligent CV pre-processing 
tool that removes potentially 
bias-inducing information from 
the CV.

Facebook’s internal, and still secret, 
bias detection and mitigation tool.

Developed at the University of 
Chicago, Aequitas is a detection 
suite (like Fairness Comparison, 
FairTest, FairLearn, and FairML). 
A unique feature is a “Fairness tree” 
that allows researchers to find the 
correct fairness metric for their task 
by answering simple questions.

A suite from IBM to detect and 
mitigate bias in the pre- and post-
processing stages. Major advantage 
is the number of implemented 
metrics and processing methods. 
Compared to other bias detection 
suites, AIF360 also enables 
mitigation.

A Microsoft developed toolkit to 
interpret machine learning models, 
including some metrics for bias. 
Note that interpretability metrics 
may differ from bias metrics.

A Google developed toolkit for 
observation-level counterfactual 
fairness evaluation (among other 
non-bias related objectives).

Unique value

Integrated into a 
commercial end-to-end 
AHS platform.

Specific application of 
US-relevant fairness 
criterion.

Operates at the very 
beginning of the pipeline 
(sourcing).

Operates at the very 
beginning of the pipeline 
(sourcing).

Opportunity to be 
deployed at scale in one 
of the largest consumer-
facing products.

A “Fairness tree” that 
helps to choose the 
right definition.

A robust library of many 
different definitions of 
fairness.

A robust data and model 
exploration tool for 
data scientists.

A “Fairness tree” that 
helps to choose the right 
definition. A clear and 
simple user interface 
designed at policy as well 
as technical audience.

Definition(s) used

Demographic parity 
(4/5ths rule); 
anti-classification; 
counter-factual fairness.

Demographic parity 
(4/5ths rule); 
anti-classification.

Method not explained

Demographic parity 
(4/5ths rule); 
anti-classification.

Method not explained

Calibration; 
demographic parity; 
anti-classification; 
FPR and FNR; equal 
opportunity.

Demographic parity; 
anti-classification; FPR 
and FNR.

Calibration; 
demographic parity; 
anti-classification; equal 
opportunity.

Calibration; 
demographic parity; 
anti-classification; 
FPR and FNR; equal 
opportunity.

continued

https://github.com/pymetrics/audit-ai
https://ideal.com
https://textio.com
https://www.mevitae.com
https://qz.com/1268520/facebook-says-it-has-a-tool-to-detect-bias-in-its-artificial-intelligence/
https://arxiv.org/pdf/1811.05577.pdf
https://github.com/ibm/aif360
https://github.com/interpretml/interpret
https://pair-code.github.io/what-if-tool/
https://www.pymetrics.ai
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Table 4: Overview of auditing tools continued

Tool

FairML

FairTest

SHAP

Fairness 
Comparison

FairLearn

TensorFlow 
Fairness 
Indicators

ML-fairness-gym

Fairness in 
Classification

Type

Open-source

Open-source

Open-source

Open-source

Open-source

Open Source

Open Source

Open Source

Description

A popular fairness evaluation 
software library developed by a 
relatively well-known fairness in 
machine learning researcher. 
Detects variable contribution to 
model decisions.

Developed at Columbia university, 
FairTest is a tool for detecting 
subgroup fairness in an algorithm. 
Subgroup analysis finds bias on 
intersectional sensitive groupings.

A recently-developed, very popular 
tool for interpreting the effect of a 
particular variable on a decision 
outcome. Not a bias-detection 
tool but can be used as such by 
implementor. (Similarly, there are 
hundreds of papers on different 
methods for interpretability.)

Developed at Haverford College, 
Fairness Comparison is a toolkit 
for comparing interventional/
counterfactual fairness of different 
models on benchmark datasets.

Another popular fairness detection 
suite focused on harm detection.

Part of Google’s popular TensorFlow 
library, TensorFlow Fairness 
Indicators is a tool for automating 
the detection and visualization 
of disparities in fairness-relevant 
metrics across sensitive attributes.

A Google-developed framework 
for simulating systems of 
agent-algorithm interaction in 
order to evaluate long-term, 
emergent outcomes of algorithms, 
especially with respect to fairness.

A single-purpose repository to 
implement fair logistic regression 
classifiers using a novel fairness 
definition.

Unique value

Not discerned

Not discerned

Uses a recently-popular, 
well-understood 
interpretability criterion.

An easy benchmarking 
tool to evaluate models 
before deploying on 
real-life data.

A fairness suite that 
focuses on harm.

Easy integration in 
industry-leading 
machine learning 
framework.

Evaluate long-term 
impact on fairness.

Focused on mitigation 
for a single model.

Definition(s) used

Evaluates statistical 
importance of model’s 
inputs.

Demographic parity; 
anti-classification; 
FPR and FNR.

Focused on 
explainability measures 
including local linear 
explanation model 
(LIME) and Shapley 
Additive Explanations 
(SHAP).

Counter-factual fairness; 
demographic parity; 
equalized odds.

Calibration (quality of 
service harm); allocation 
harms (FPR and FNR).

Statistical discrepancies 
in user-defined metrics 
(e.g. FPR, FNR, Accuracy).

User-defined

Preferred Treatment/
Impact: Nash-
equilibrium-like 
definition.

https://github.com/adebayoj/fairml
https://github.com/columbia/fairtest
https://arxiv.org/abs/1705.07874
https://github.com/algofairness/fairness-comparison
https://github.com/algofairness/fairness-comparison
https://github.com/fairlearn/fairlearn
https://www.tensorflow.org/tfx/fairness_indicators
https://www.tensorflow.org/tfx/fairness_indicators
https://www.tensorflow.org/tfx/fairness_indicators
https://github.com/google/ml-fairness-gym
https://github.com/mbilalzafar/fair-classification
https://github.com/mbilalzafar/fair-classification
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The freely available public tools tend to use 
open-source software that anyone can run 
using Python, a general purpose high level 
programming language, many of which have 
been developed by companies like Google, 
Microsoft and IBM. These tools apply different 
statistical definitions of bias and fairness, 
most commonly those outlined in this report. 
Several offer clear explanations of what these 
definitions mean and how to apply them, such 
as Google’s What-If. 
 
However, there are several crucial limitations 
to existing tools. Some of these are about the 
definitions applied by the tools themselves, 
but most pertain to the limits of auditing 
without a broader framework for evaluating 
equality. Over the coming years, businesses, 
governments and regulators must work 
together to integrate frameworks, processes, 
policies, and auditing tools to evaluate the 
equality impacts of AI systems in holistic, 
systemic fashion. Auditing tools on their own 
are useful and often necessary but almost 
never sufficient to evaluate the implications 
of AI for equality. 

Section 5

The limits of existing tools
Our analysis found there are a broad and 
growing range of auditing tools that can 
be used to detect different forms of bias 
and unfairness. Many of the commercial 
tools, which can be integrated into firms’ 
existing HR systems, offer limited public 
information about how they define 
fairness.

1 
Auditing tools are focused on 
US law and regulation
The first and most obvious limit is that because 
many AI auditing tools are produced in the US, 
they import US definitions of discrimination 
and use definitions of bias and fairness which 
most closely correspond to them. In particular, 
the 4/5ths rule required by the EEOC and the 
anti-classification definitions are present in 
almost all auditing tools. 
 
The 4/5ths rule, which is a criterion of 
demographic parity, imposes an arbitrary 
proportional rule on social groups where there 
are often genuine differences between them in 
the underlying data. Far from serving as a 
useful way to detect discrimination, application 
of the 4/5ths rule in auditing tools may violate 
UK discrimination law, according to several 
UK legal experts.41 
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It is worth noting that divergences between 
discrimination law in the UK and the US 
are ultimately driven by different ways of 
defining what discrimination is, what kinds of 
discrimination are wrong and prohibited, and 
by divergent approaches to placing burdens 
on public and private sector organizations to 
mitigate it.42 The UK and the US take different 
approaches to defining the obligations of 
private and public organizations to confront 
entrenched inequalities and to evaluate how 
their decision-making systems further or 
undermine that goal.43 

2 
Auditing tools are often not 
explicit about how they define 
bias and fairness
There is no single, correct definition of bias 
and fairness. Computer scientists have reached 
broad agreement that imposing any single 
definition on AI systems used in different sectors 
and contexts is likely to be at best ineffective 
and more likely counter-productive. However, 
Corbett-Davies and Goel demonstrate that 
choosing one particular definition of bias and 
fairness can have unintentional consequences:

“... we show that all three of these fairness 
definitions suffer from significant statistical 
limitations. Requiring anti-classification or 
classification [demographic] parity can, 
perversely, harm the very groups they were 
designed to protect; and calibration, though 
generally desirable, provides little guarantee 
that decisions are equitable.”44

This clarifies the challenge when auditing AI 
for equality. Auditing tools must be explicit 
and clear about how they define bias and 
fairness. They must identify the metrics and 
measurements they use. Where relevant, they 
must identify possible trade-offs among these 
particular definitions, and explain why those 
trade-offs are necessary. 
 
Every auditing tool should state clearly, in 
plain prose and statistical terms, the different 
definitions of bias, fairness and equality used. 
They should also be clear about the sensitive 
attributes with respect to which they evaluate 
bias, fairness and equality. 

Recommendation to business

To promote legal compliance, good 
governance and best practice, auditing 
must be aimed at exceeding the 
requirements of national equality 
legislation, as well as data protection and 
employment legislation 

Recommendation to policy makers

CEOs and HR leaders need practical 
guidance on effective auditing and its 
wider role to promote legal compliance, 
good governance and best practice

Recommendation to developers

A tool should be developed to inform 
requirements for, and the choice between, 
statistical definitions for the context in 
which they are used

An improved technical auditing tool 
should be developed which pays close 
attention to the requirements and 
purpose of UK Equality Law
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3 
Auditing tools are not widely 
adopted or available – and 
there’s a capability gap
It is hard to evaluate which organizations are 
using AI auditing tools in hiring. However, it is 
likely that adoption is limited – in particular, 
limited to companies with the resources and 
technical capabilities to deploy these tools 
and to adjust their AI systems based on what 
they find. 

This gap is likely to widen over time. In 2019, 
less than a third of CEOs who admit that they 
collect extensive data on their workforces 
personally feel that their companies use the 
data responsibly.45 Without guidance and 
support, companies who fear what they 
might find after applying AI auditing tools 
may refrain from using those tools, further 
limiting technical capacities and increasing 
the capabilities gap. Proactive interventions 
and incentives will be required to broaden 
the adoption and use of AI auditing tools. 

Some auditing tools achieve this relatively 
successfully, such as Google’s What-If and 
IBM’s Fairness 360. Others do not. In particular, 
we found that many of the commercially 
available tools like Audit AI and Ideal offer 
limited public information about how they 
define sensitive attributes, bias or fairness. 
This limits the guarantees offered to job 
candidates or employees about the auditing 
of an employer’s AI systems. 
 
Over the coming months, the The Equality Task 
Force on Equality will publish further research 
and analysis which explores how organizations 
can evaluate and reason about the trade-offs 
between different forms of bias, fairness, 
and inequality in AI.

Recommendation to developers

Define the sensitive attributes with 
respect to which they evaluate fairness 
and bias;

Offer definitions of bias, unfairness or 
discrimination the auditing tool seeks 
to detect with respect to those sensitive 
attributes;

Offer statistical definitions of bias, 
unfairness or discrimination the auditing 
tool seeks to detect with respect to those 
sensitive attributes

Recommendation to policy makers

Professional and industry standards for 
auditing tools, including auditing for 
equality, are urgently required to main 
high, consistent standards. We recommend 
that this initiative is led and coordinated 
by the CDEI 

Recommendation to developers

Regular assessment, with appropriate 
adjustments, is required where AI systems 
are used to determine access to work 

Before deploying AI systems to hire, 
companies should consult their workforce, 
or their affiliated union, to discuss 
equality
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Section 5
The limits of existing tools

4 
Auditing tools focus on detection 
but often overlook mitigation
Most of the auditing tools we analysed aim to 
detect bias or unfairness but do not seek to 
identify what steps an employer could use to 
identify why particular inequalities emerge 
and – to the extent that these are based on 
irrelevant characteristics or simply reproduce 
past patterns of disadvantage – to correct for, 
and mitigate them. 

This is because technical auditing is itself 
focused on the detection of bias or unfairness, 
rather than deciding how best to address it 
or contextualise this information within a 
wider discussion of equality. However, those 
developing auditing tools should also develop 
methods and processes that will help human 
decision-makers reason about how to mitigate 
bias or unfairness detected in the auditing 
process. Tools could outline different courses 
of action, including possible trade-offs 
between them. 

Auditing tools will never – and should not 
attempt to – automate the process of deciding 
how best to address bias, unfairness or 
persistent inequalities in outcomes produced 
by AI systems. Tools should, however, clarify the 
different possible alternatives and trade-offs. 
 
Our snapshot analysis suggests that Google and 
IBM’s tools may come closest to achieving this. 
In addition to offering explanations of different 
definitions of bias and unfairness, these tools 
allow AI auditors and designers to explore the 
trade-offs between those different definitions 
and the implications of adjusting an AI system 
to respect them. 

Recommendation to developers

Companies should integrate technical 
auditing into a wider equality impact 
assessment

Over the coming years, 
businesses, governments 
and regulators must work 
together to integrate 
frameworks, processes, 
policies, and auditing tools 
to evaluate the equality 
impacts of AI systems in 
holistic, systemic fashion. 

Recommendation to policy makers

Computer scientists and policy makers 
should work together to develop 
(i) a greater understanding of the risks 
presented by AI to patterns of systemic 
inequality over time (ii) develop 
approaches to addressing bias, fairness 
and promoting equality 

Auditing must sit within a wider approach 
to evaluating the impact of AI systems on 
equality and work. New legal questions 
and ethical responsibilities presented by 
impacts which play out at an individual, 
firm and systems level must be considered 
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We therefore suggest that a more 
comprehensive evaluation of the impacts 
of AI on equality is necessary. We propose 
a framework which draws on and builds 
from existing impact assessments, and 
complements and reinforces relevant others, 
in particular Algorithmic Impact Assessments 
and Data Protection Impact Assessments,46 
but which is geared specifically towards 
advancing equality.

Our proposed Equality Impact Assessment 
aims to support and guide human evaluation 
of AI systems. For that reason, our EIA focuses 
on key human decision-making points in 
the design and deployment of an AI system: 
selection of the AI system; selection of the 
training data sets; selection of the outcome; 
and selection of the variables. We invite 
employers to voluntarily undertake this 
process. We will launch our consultation on 
the draft proposal for an EIA at Annex 1 on 
29 May, the 50th Year Anniversary of the 
Equal Pay Act. 

As proposed in our EIA, EIA outcomes should 
be part of collective agreement processes 
where employers recognise a trade union and 
initiate discussions about the assessment.

Our intention is that guided by an EIA, 
ML hiring systems work as they should: 
to promote equality, rather than embed 
inequality.47

Section 6

Equality impact assessments
As we have seen, technical auditing is an 
important but not sufficient component 
of evaluating the impact of an AI system 
on equality.
Even with all of the statistical definitions of 
fairness and bias auditing the (p)click model 
described earlier, this ML System could still 
reproduce and entrench the inequalities 
written into historic datasets. It is for this 
reason we argue wider, non-computational 
assessments are needed.

We have seen that: 

• Technical, statistical definitions used in
 auditing tools are inadequate to expose 
 non-compliance with current legal duties 
 outlined in the Equality Act

• AI systems continually evolve and may
 find new proxies for both protected 
 characteristics, and other axes of 
 discrimination, making a narrow or 
 snapshot view inadequate

• The technical capabilities and limitations 
 of AI systems point to the need for a 
 deeper assessment of impacts on equalities  
 of outcome, as well as opportunity

• There is a compelling ethical case to address 
 the impacts of AI Systems on access to 
 work, given impacts on equality of outcome 
 over time

• There is a stated commitment by parts of the 
 corporate community to advance equality

• There is a strong business case for having 
 a more diversified workforce
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Section 7

Future work
This report has considered the role of 
auditing in evaluating the impact on 
equality of AI systems used to determine 
access to work.

We have identified four particularly pressing 
areas for future work. Each broadens the 
focus from auditing to a more comprehensive 
framework for evaluating equality. 

2 
Industry and professional 
standards 
Industry groups, sectoral regulators, workforce 
representatives and civil society should come 
together to determine best area-specific 
standards or practice in the light of legal codes 
and other guidance. These standards could 
extend to technical definitions aimed at both 
engineers tasked with designing systems and 
employers who must respect them. 

We suggest the CDEI leads this initiative, 
supported by the Institute for the Future of 
Work and an advisory group.

3 
Equality Impact Assessments 
On top of industry and legal standards, 
Equality Impact Assessments (EIAs) should 
be developed across sectors. EIAs should be 
commenced prior to the deployment of an 
AHS system, enabling organizations to assess 
risks and evaluate potential impacts of their 
system, before it is deployed. Evaluation will 
then continue, extending to legal compliance 
and evaluation of actual impacts, and 
positive steps that can be taken at each key 
decision-making point.

1 
Legal codes and guidance 
Legal Codes, from the EHRC and ICO in the 
UK, should provide detailed guidance on 
the application of the EA and GPDR, Data 
Protection Act. Guidance and statutory codes 
from our regulators have particular 
importance when clear interpretation and 
application is needed to inform design, as 
well as use. 

Equality Impact Assessments should be 
commenced prior to the deployment of an 
AHS or AI system, enabling organizations to 
assess risks and evaluate potential impacts 
of their system, before it is deployed.
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4 
Review of regulation 
Our Equality Task Force will review the 
adequacy of regulation more generally in the 
light of new challenges brought by machine 
learning. Allen notes, “so far, no legislation 
has been passed that has been designed 
specifically to tackle discrimination in AI 
systems”.48 A recent report from the 
Committee on Standards in Public Life 
similarly observed that “there is currently 
no bespoke regulatory guidance outlining 
what public bodes introducing AI systems 
need to do to comply with the Equality Act 
2010.”49 The report goes on to explicitly state 
that: “Government should remain open to 
the revision of anti-discrimination law if the 
current legal framework cannot answer these 
questions convincingly.”50 Separately, the 
Council of Europe has recommended that 
nations review their legislative frameworks 
and policies as well as their own practices 
with respect to the procurement, design 
development and ongoing deployment of 
algorithmic systems.51 We agree. 
 
This review should consider the expectations 
of the Equality Act and challenges identified 
in this report. This may include the equality 
duty and provision to counter socio-economic 
disadvantage. As Dencick, Edwards, and 
Sanchez-Monedero write “asking providers 
of AHSs to attend to the dynamics of power 
in labour relations and society more broadly 
might seem unnecessarily burdensome, but 
by not recognising the broader functions of 
automation in shaping those dynamics...
we run the risk of neutralising challenges in a 
way that actively facilitates discrimination and 
inequality under a banner of fairness.”52 
EIAs may inform review of legislation, and 
should not be seen as an alternative to it.53

Section 7
Future work

“Asking providers of 
 Automated Hiring Systems 
 to attend to the dynamics 
 of power in labour relations 
 and society more broadly 
 might seem unnecessarily 
 burdensome, but by not 
 recognising the broader 
 functions of automation in 
 shaping those dynamics... 
 we run the risk of neutralising 
 challenges in a way that 
 actively facilitates 
 discrimination and inequality 
 under a banner of fairness.”

Javier Sanchez-Monedero, Lina Dencik, 
and Lilian Edward



Human decisions 
about how AI systems 
are designed and 
deployed will shape 
access to and 
experience of work 
for generations to 
come.
Institute for the Future of Work
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Annex 1
Outline process for conducting an 
Equality Impact Assessment

Should you undertake an Equality Impact 
Assessment?

State the purpose of your AI System

Conduct a risk assessment identifying 
potential risks to equality connected to use 
of your AI system

Conduct a technical audit of your AI system

Evaluate the impacts on equality of your AI 
system and make necessary adjustments

Explain and communicate the choices you 
have made

1      Preliminaries

3      Assessing risk

2      Purpose

4      Auditing

5      Evaluation

6      Explanation
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VERSION 1

Can you describe your purpose in deploying this AI system? 

Can you describe how you decided on the scope of the work to be undertaken by the AI system, 
the technical model you chose to undertake this work, and any alternatives you considered. 

Have you consulted all key stakeholders, including workers and unions who may be affected by 
deployment of the AI system? 

2      Purpose

Best practice
Have you considered the 
advantages of deploying 
an AI system to actively 
promote equality?

Best practice
Are the decisions you 
have made at each key 
stage in the flow chart 
(page 42) aligned with 
your purpose?

Have you assessed the risks of adverse impacts of equality of opportunity and 
outcome on individuals and groups with shared protected characteristics? 

What common and statistical definitions have you chosen to undertake your advance risk 
assessment? Can you explain why?

Are you satisfied that your assessment will maximize legal compliance and good governance? 

What adjustments could you make to address or mitigate the risk of adverse impacts on the 
individuals and groups you have identified?

Using objective criteria, have you considered which adjustments you can reasonably make? 
Have you in fact made those adjustments? If not, why not?

3      Assessing risk

Best practice
Have you identified 
risks to individuals or 
groups that share a 
socio-economic status?

Best practice
Have you considered the 
likelihood and severity 
of the risks you have 
identified?

Best practice
Have you considered 
whether you can make 
an adjustment to the 
AI system, its use, or 
any other matter which 
could actively promote 
equality between the 
individuals and groups 
you have identified?

Best practice
Have you taken into 
account relevant 
industry standards 
or guides, as well as 
regulatory ones?

Completing an Equality Impact Assessment

Is your AI system used to determine access to work, or the fundamental terms 
and conditions of work? 

What are the key human decision-making stages in the deployment of your AI system?

1      Preliminaries

Best practice
Draw a flow diagram of 
the business process in 
which the AI system is 
embedded, highlighting 
where the human 
decisions are made.

IF
YES

Best practice
Does your Equal 
Opportunities Policy 
cover the use and 
impacts of AI in your 
organisation?
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VERSION 1

Have you selected an auditing tool which can identify impacts on equality of 
opportunity and outcome between the individuals and groups you have identified? 

Which tool/method/definitions have you chosen and why?

Can you articulate the strengths and limitations of the auditing tool you have deployed? 

Using your tool, can you discern any actual adverse impacts on equality of opportunity and 
outcome for the individuals a for the individuals and groups you have identified?

Have you sought review of your EIA from an independent third party? 

Can you demonstrate legal compliance? 

4      Auditing

Best practice
Can you extend you audit 
to consider individuals and 
groups with an identified 
socio-economic disadvantage? 

Best practice
Have you also considered 
how insights from your 
technical audit may 
enable you to contribute 
to advancing equality 
between the individuals 
and groups?

Have you integrated the results of a technical audit into a evaluation of the 
impacts of your AI system on equality of opportunity and outcome for relevant 
individuals and groups? 

Using objective criteria, have you considered which adjustments you can reasonably make? Have 
you in fact made those adjustments? If not, why not? 

Have you consulted all key stakeholders, including workers and unions who may be affected by 
deployment of the AI system? 

Have you identified adjustments you could make to address or mitigate adverse impacts on 
equality of opportunity and outcome for relevant individuals and groups?

Have you sought review of your EIA from an independent third party? 

Can you demonstrate legal compliance? 

5      Evaluation

Best practice
Have you considered 
how insights from 
your technical audit or 
any other part of this 
assessment may enable 
you to contribute to 
advancing equality 
between the individuals 
and groups?

Best practice
Have you considered 
adjustments you could 
make at each key 
decision-making stage?

Best practice
Does your technical 
audit point you to 
adjustments you 
could make at any key 
decision making stage 
in the flow chart 
(page 42)?

Best practice
Can to extend your 
evaluation to 
individuals and groups 
with an identified 
socio-economic 
disadvantage? 

Best practice
Have you considered 
adjustments to practice 
or policies outside use 
of your AI system? 

Best practice
Have you taken into 
account any relevant 
industry standards 
or guides, as well as 
regulatory ones? 
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Best practice
Have you considered 
how insights from 
your technical audit or 
any other part of this 
assessment may enable 
you to contribute to 
advancing equality 
between the individuals 
and groups?

Best practice
Be prepared to answer 
questions about your 
decisions at each key 
decision-making stage in 
the flow chart below.

Best practice
Have you publicly 
disclosed, or made 
publicly available, 
a summary of key 
definitions, programming 
and training sources, 
and the methodologies 
of your AI system and 
any auditing tools you 
have used?

Best practice
Can you describe the 
positive steps you 
have taken to promote 
equality between the 
individuals and groups?

Completing an Equality Impact Assessment continued

VERSION 1

Can you explain the decisions you have made in the course of this assessment? 

Have you publicly disclosed, or made publicly available, your statement of purpose?

Have you publicly disclosed, or made publicly available, relevant internal procedures and policies, 
including your equal opportunities policy and EIA plan?

Is there an accessible means and process for a person affected to seek and obtain an explanation 
for relevant decisions you have made? 

Can you provide these explanations, including the adjustments you have made and an equality 
impact statement? Can you identify a person with overall responsibility for this EIA?

Have you consulted all key stakeholders, including workers and unions who may be affected by 
deployment of the AI system? 

Have you explained how to apply for a human review of the decision, or part of it? 

6      Explanation

Defining the 
outcome

1

Choosing the 
variables

3

Embedding
your AI model 

7

Choosing your 
AI model

5

Identifying 
data sources

2

Choosing 
optimisation 

criteria

6

Assembling 
the training 

data

4

Key decision-making points

Making 
adjustments

10

Choosing your 
auditing tool 
and method

8

Evaluating
results

9
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“Frameworks will 
shape whether AI 
undermines, or 
furthers, the pursuit 
of equality at work.
Institute for the Future of Work
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