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Across the world, children are at risk of being exposed to harm, abuse, violence, and 
exploitation in the ever-developing digital environment. In addition, the COVID-19 pandemic 
further plunged the world into forcefully relying on digital tools to carry out day-to-day tasks. 
Furthermore, millions of children have to rely on online tools for learning, playing, 
entertainment and connecting to friends, family and their environment.1 

However, with all their perks and advantages, these digital tools could pose a considerable 
challenge to the well-being and safety of children, who are more often than not vulnerable. 
It then becomes essential to balance the scales by regulation, although no silver bullet 
exists. Who and what is to be regulated? How can the regulation be implemented? Do we cut 
children's access to digital tools? Should we place an obligation on parents to monitor the 
activities of their children online? What exactly should the plan be to protect children in 
today's digital environment? On what basis should children's personal data be processed? 
Even though the internet has evolved into a crucial tool for kids' growth, how can we create 
a safe online environment on a platform that wasn't created with them in mind?

INTRODUCTION



Spending more time online without having limitless access may increase the possibility 
that children will run across online predators and inappropriate material. A Netflix 
documentary on real-life accounts of individuals who had been conned out of millions of 
dollars by a man they had met online was released in 2022. Adults are not entirely safe 
from harm when they are online. However, it is even more fatal for children who are more 
often than not innocent and vulnerable.

Over time, there have been several stories of children being harmed online by people 
they met online. For example, in 2020, a 13-year-old was allegedly killed after resisting 
sexual advances by a man she talked to online.2 In 2014, there were reports of a boy 
murdered by someone he met through an online gaming website.3 In 2017 also, after a 
14-year-old took her life, her family found disturbing posts about suicide and self-harm 
on her Instagram account.4 The stories could go on and on, from sexual grooming online, 
digital kidnapping, child pornography, cyberbullying, phishing, and falling victim to 
scams. According to enough.org, as of February 2018, nearly half (47%) of all young people 
were victims of cyberbullying.5 Sometimes children become targets online due to the 
amount of personal data they, their parents, and loved ones around them have put 
online. It is often common for parents to dote over children by posting pictures and 
stories about them online, which, when put together by an online predator, can be 
exploited to steal their identity or, even worse still, leveraged to buy the trust of children. 

Harm and threat to children can occur through varying means, with some having more 
damning consequences and effects on children than others. For example, a 2018 survey 
of children's online behaviour found that approximately 60% of children who use social 
media had witnessed some form of bullying.6 Cyberbullying describes situations where 
someone uses technology on online platforms to harass, threaten, embarrass, or target 
another person. It could range from spreading false rumours about a person or posting 
embarrassing photos or videos to making general remarks and statements against their 
life, family, gender, race, religion, or nationality. 

Another type of online harm or threat that children may be exposed to is cyberstalking. 
Cyberstalking is the repeated use of technology, like social media, emails, and text 
messages to contact and harass someone, making them fear for their safety. 
Cyberstalking is a type of cyberbullying similar to in-person stalking in that it invades the 
target's privacy and can potentially be emotionally damaging.7 Children may get 
targeted for cyberbullying or cyberstalking due to the mass of personal data they, their 
family members, and their loved ones might have put out from birth.

How Big is the Problem of Online Harm for Children?



As the famous internet saying goes, "the internet never forgets." It is almost impossible to 
completely delete personal data that has been put out on online platforms because 
there is a tendency for people to store and keep data and for that personal data to be 
replicated, stolen, manipulated or even used for identity fraud. Parents loved ones, and 
children themselves may not be able to foresee how particular types of content or 
stories may come back to haunt them or their children five to ten years down the line.

Children may also fall victim to online scams by being deceived into giving out vital 
information about themselves or their families in exchange for playing games or using 
services they might be interested in. Deceptive designs are also usually employed to 
undercut children's access to making choices with design interfaces that offer no real 
choices. Through these, children may also be manipulated into clicking links 
masquerading as games to download malware or give access to the hijacking of 
devices. Children could also be victims of digital kidnapping8 and manipulation through 
deceptive designs. For instance, children could be manipulated into racking up charges 
for paying for games.9

The list of risks and threats is quite endless and continues to grow with new developing 
technology, making the conversation about child protection online timely and essential.

Globally, the best interest of a child principle is recognised as a child’s rights principle to 
ensure that, despite the vulnerability of children, they are not oppressed, exploited or 
exposed to harm.10 According to a survey by the American Community Survey (ACS) in 
2019, 95 percent of children between the age thirteen(13) to eighteen(18) had home 
internet access. Specifically, eighty-eight (88) percent had access through a computer 
and six (6) percent relied on a smartphone for home internet access.11 The challenge of 
safeguarding kids on a system that wasn't created with them in mind grows as more kids 
are accessing the internet The problem is exacerbated when children have access to 
apps that were not designed specifically for them, and even when they were, it is critical 
to verify that the apps or Application Programming Interfaces (APIs) are not exploitative 
of children's vulnerabilities.

Age Appropriate Design and International Standards



According to a report, by the time a child is 13, their parents will have posted an average 
of 1,300 photos and videos of them on social media.13 After which, this data mountain 
"explodes" as children themselves start engaging on the platforms — posting to social 
media 26 times per day, on average, and amassing nearly 70,000 posts by age 18. The 
datafication of children via profiling and tracking of their personal data via social media 
accounts and mobile applications (Apps) is resulting in a data-disadvantaged 
generation  where children are exposed to a wide range of different types of harm online.

Regulations and legislations play very crucial roles in achieving online protection of 
children. They provide the confines for data processors and controllers within which they 
must act in relation to children’s data. According to a research14 On the child data 
protection legislations in fifty(50) countries, eighteen (18) of them did not have specific 
legislation to address the collection of children's data. At the same time, none prevented 
children from government surveillance. Furthermore, five(5) countries exempted their 
government from being regulated by data protection principles. Just as it is expected 
that the personal data of adults should not be used to profile them, a higher level of 
caution is expected when it comes to the data of minors. However, of all the countries 
analysed, only one(1) country prohibited the profiling of children, while nineteen(19) have 
restrictions in that regard15.

Although some countries are now paying attention to it, the concept of child protection 
online is a topical issue that weighs heavily on children's rights, and not nearly enough 
regulators are paying attention globally. Some countries that have shown legal and 
institutional considerations for online child protection include France16, Norway17, Egypt18 
And the Philippines19 Among others. 

In September 2020, the Age Appropriate Design Code came into force in the United 
Kingdom (U.K.), giving all companies and organisations in the U.K. and non-UK residents 
processing children's data a one-year transition phase period to be compliant.20 The 
code is made subject to sections 123 and 125(3) and (4) of the U.K.'s Data Protection Act.21  

The code outlines fifteen(15) principles that internet services must adhere to in order to 
comply with and ensure that children's data is protected online. Apps, games, 
programmes, search engines, social media platforms, online marketplaces, content 
sharing services, instructional websites, linked toys and devices, and news services are 
the codes covered online services.

The code sets standards and explains how the General Data Protection Regulation 
(GDPR) applies in the context of children using digital services. Some of the standards set 
include the following: settings must be "high privacy" by default; only the minimum 
amount of personal data should be collected and retained; children's data should not 
usually be shared; geolocation services should be switched off by default; nudge 
techniques should not be used to encourage children to provide unnecessary personal 
data, weaken or turn off their privacy settings. The code also addresses issues of parental 
control and profiling.22 The code generally creater a saner and safer environment for 
children online and mandates digital service providers to take a rights-respecting 
approach towards the privacy of children.



In the European Union(E.U.), the European Commission(E.C.) has set out an European 
Strategy for a Better Internet for Children to create a safe environment through 
age-appropriate privacy settings. The strategy mandates manufacturers, online 
services and network providers with the task of providing safer content for children, 
which extends to incorporating specific settings that enable parental controls, age 
rating, and content classification.23 This strategy birthed the Better Internet for Kids that 
all E.U. members have incorporated. The Better Internet for Kids includes the following 
policy points:

The World Economic Forum has also put out a toolkit to help companies create 
trustworthy artificial intelligence (A.I.) for children and young people. This is part of an 
effort to protect children from new technologies and digital services.25 The toolkit was 
developed by technologists, academics, business leaders, and youth themselves. It 
aspires to support responsible A.I. creation, consumption, and use so that it can be a tool 
that gives kids more opportunity and less risk.26 The tool is a great resource for adults to 
build responsible A.I. for the next generation.

High-quality online content for children;

National public awareness, which includes mechanisms to report content that is not 
safe for children;

Creating a safer environment for children online; and

Fighting against child sexual abuse, which includes making legislation .  



The toolkit includes guidelines for the product team and their responsibilities throughout 
the product's lifecycle. It also includes A.I. labelling systems to increase transparency and 
trust among child and youth users, their parents, and guardians, as well as a guide to 
help parents and guardians decide whether to buy and use A.I. products for children and 
youth.

The United Nations Children’s Funds(UNICEF) have also released Industry Guidelines for 
Child Online Protection.27 The guidelines require the digital industry to adapt the following:

The guidelines also offer recommendations and checklists for how businesses in specific 
sectors can respect and support children's rights online. The checklists target mobile 
operators, internet service providers, content providers, online retailers, and app 
developers, user-generated content; interactive and social media service providers; 
national and public service broadcasting; hardware manufacturers, operating system 
developers; and app stores.

Also, in the United States, the Children's Online Privacy Protection Act ("COPPA") imposes 
specific requirements on operators of websites or online services directed at children 
under 13 years of age and on operators of other websites or online services that have 
actual knowledge that they are collecting personal information online from a child under 
the age of 13.28

COPPA in the United States provides that websites that target children must post privacy 
notices and must provide notice directly to the parents, get parental consent, allow 
parents to review the information collected on their children and revoke their consent to 
the processing of their children’s data as they deem fit. The initial phase of COVID-19 
caused a boom in the use of educational technology (EdTechs) platforms, as schools 
had to switch to virtual platforms to facilitate education. In the United States, EdTechs 
have become so popular that, according to Forbes, an average school district in the U.S. 
uses over one thousand edtech tools29. With the wide usage of EdTechs in the U.S., there 
have been attempts by EdTechs to subject children to commercial surveillance. 
However, in a bid to protect children from such practises, the Federal Trade Commission 
in the U.S. has clearly stated its intention to lend weight to bridle EdTech platforms that 
subject children to commercial surveillance.30

Considerations for children's rights should be incorporated into all pertinent business 
policies and management procedures;

Establishing standardised procedures for handling instances of child sexual abuse;

Creating a safer and age-appropriate online environment;

Educating children, parents, and teachers about children’s safety and their 
responsible use of information and communications technologies (ICT); and

Promoting digital technology as a means for increasing civic engagement.



Under the GDPR parental consent is required to process a child's data.31  Data controllers 
are also expected to present privacy notices to children in a language they can 
understand. In addition, children can exercise the right to erasure under GDPR, where the 
child is not fully aware of the risks involved in processing the information at the time 
consent was given. This right subsists even when the subject is no longer a child.32

In some countries, legal measures have been introduced to prohibit the profiling of 
children for advertising and sending them direct marketing communications. For 
example, in Sehzen province in China, a draft regulation was published in June 2021 that 
will classify children's data as sensitive data and prohibit profiling children's online 
behaviour to target them with advertisements.33 In Kenya, direct marketing to children is 
prohibited.34

The U.K. government is preparing to spend over half a million dollars to encourage the 
development of detection technologies for child sexual exploitation material (CSAM) that 
can be bolted on to end-to-end (E2E) encrypted messaging platforms to scan for the 
illegal material as part of its ongoing policy push around the internet and child safety.35 

The end goal for these technologies would be to deploy them in E2E encrypted 
environments to detect threats to children while not compromising users' privacy. 

Furthermore, there is an update to the Online Safety Bill in Parliament.36 to ensure that 
service providers use accredited technology to identify child sexual exploitation and 
abuse(CSEA) and quickly take it down.37

In 2021, Apple announced plans to deploy an update that will scan devices and detect 
CSAM and CSEA to prioritise children's safety online.38 Also, Google’s safety centre uses 
hash matching to detect CSAM and CSEA.39 Similarly, Apple announced earlier in 2021 that 
it would roll out a new technology called NeuralHash to identify CSAM on a user's device 
without having to possess the image or know its contents.40 Security specialists and 
privacy advocates, however, have expressed concern that the system might be abused 
by powerful actors, such as governments, to falsely accuse innocent people of crimes or 
trick the system into picking up other materials that authoritarian nation-states find 
objectionable, leading Apple to shelve its new CSAM technology.41 

Growing Trends and Attempts at Protecting Children Online



Yoti, a digital identity app raising child protection standards online, has developed a 
biometric age estimation technology system for children. Unlike facial-recognition 
systems, which establish a person's identity by comparing a real-time scan of their face 
with a pre-existing photo, Yoti's claims its facial analysis system does not store any 
biometric information, either locally or in the cloud, and immediately deletes the scan 
once a person's age has been verified.42

Although the age estimation technology could be instrumental in protecting children 
from accessing websites that could cause them harm, it would also increase the amount 
of general surveillance technology that children face on a daily basis. Furthermore, A.I. 
technologies are not without their limitations, with the possibility of discrimination in A.I. 
preferences, algorithm designs, exclusions in training data or how A.I. outputs are 
interpreted.43 For context, Yoti's white paper shows that the technology is the least 
accurate for older females with darker skin, with an error range of up to five years. In 
addition, the white paper says error rates are higher in older groups with darker skin 
tones due to "how well-represented" they are in the training data and says 
environmental factors—such as weather and alcohol—have more of an impact on older 
people than children.44

The E.U. has also released a "Proposal for a Regulation of the European Parliament and of 
the Council, laying down rules to prevent and combat child sexual abuse"45 to provide a 
uniform and harmonised framework for all countries in the E.U. The law aims to detect, 
report, and remove CSAM from online service platforms. 

Among other things, the proposal mandates the following: 

With this new law, service providers like Apple may be forced to pick up their shelved 
CSAM detection plan amidst privacy and surveillance concerns. However, these 
concerns have led to the E.U. insisting on specific CSAM detection technology standards 
to balance the need to respect privacy rights. The standards are that the technology 
must be effective, reliable and avoid the collection of information, and, where the 
collection is necessary, it must be done in line with data minimisation principles.46

a. Communication services offering services in the E.U.'s digital market must conduct a 
risk assessment of the misuse of their services for the dissemination of known or new 
child sexual abuse material or the solicitation of children. 

b. It also includes targeted obligations for service providers to detect such abuse, 
report it via the E.U. Centre, remove or disable access to, or block online child sexual 
abuse material when ordered.

c. It establishes the E.U. Centre on Child Sexual Abuse as a decentralised agency to 
enable the implementation of the new regulation.



In France, the Commission Nationale Informatique & Libertés (CNIL), the data protection 
authority, made recommendations to the Parliament after carrying out a survey focused 
on the digital activities of minors. Following these recommendations, the Parliament has 
voted unanimously in favour of a law that compels manufacturers to install a free, 
user-friendly parental control tool on their devices to protect children from violent and 
pornographic content.47

To further protect children from any form of online exploitation and privacy infringement, 
the Senate in France adopted a law promulgated by the French president on the 
commercial use of the images of children under the age of 16 years. Under the law, child 
influencers will be protected under the French labour code, and there will be a need for 
their parents or guardians to obtain government authorisation before participating in 
online activities that amount to labour relations.48

The CNIL also made useful recommendations for the protection of children online. These 
recommendations include: 49

a. Regulating the capacity of minors to act online: social networks and gaming 
platforms should adapt their services to suit children, minors should be informed of 
the use of their data, and parents should have the opportunity to request the deletion 
of their children’s data;
b. Encouraging minors to exercise their rights online;
c. Supporting parents in digital education, which involves raising awareness among 
parents.
d. Seeking parental consent of one of the holders of parental authority for minors 
under the age of 15;
e. Promoting parental control tools that respect the privacy and interest of the child. 
Parental control devices must respect the proportionality (by taking into account the 
age and maturity level of the child and avoiding the use of intrusive devices), 
transparency (inform the child of parental control) and ensure data security of the 
minor by preventing third parties from having access to the data collected); 
f. Strengthening the information and rights of minors through design. Suggested 
measures include the display of confidentiality policies and general conditions of use 
of services which meet the requirements of appropriate information for the services 
used by minors; designing a transparent and straightforward interface, and 
publishing the list of their compliance and commitments to data protection of minors 
in a summary and understandable format;
g. Taking steps to verify the age of children online and get parents' consent while 
respecting their privacy. It is suggested that the principles of data minimisation, 
proportionality, use of robust age control systems, implementation of a simple solution 
for the verification of age and parental authority, implementation of industry 
standards and third parties involved in age verification should be compliant with the 
recommendation; 
h. Providing specific safeguards to protect the interests of children by setting up 
default privacy settings, providing for the deactivation by default of devices that 
profile minors, and platforms must not reuse or share the data of minors with third 
parties for commercial or advertising purposes. 



In Nigeria, there have been efforts to improve child online safety codified in different laws 
and policies. Under the Child Rights Act 2003, the primary legislation for child protection 
in Nigeria, a child is defined as a person under eighteen years old.50 Section 8 of the Act 
guarantees the right to a child's privacy. However, it is essential to note that only about 26 
states in the federation have domesticated the Act51 with varying amendments and 
variegated levels of protection that defeat some of the aims of the Act.52

Thus, the first problem with the concept of child protection in Nigeria is the disparity in 
age limits with regard to certain capacities. Article 5.5 of the Nigerian Data Protection 
Regulation(NDPR) Implementation Framework53 caps the age of minors at any person 
below the age of thirteen. Thus, under the Implementation Framework, children who are 
thirteen years of age or older than thirteen years of age are not protected under the 
NDPR Implementation Framework. Article 5.5 of the Implementation Framework goes 
further to state that a data controller or data processor whose processing activities 
target children is to ensure that the privacy notice is made in a child-friendly form. Data 
controllers are responsible for making children and guardians clearly understand data 
processing activities before requesting consent. The conflict between a child's age under 
the Child Rights Act and the Data Protection Implementation Framework creates an 
operational problem for organisations trying to comply with the regulatory 
requirements. 

Section 8 of the Child Rights Act also provides the right to private and family life. It states 
that every child is entitled to privacy, family life, home, correspondence, telephone 
conversation, and telegraphic communications. The provision also grants parents and 

The Existing Legal Framework for Protection of Children 
Online in Nigeria



legal guardians the right to exercise reasonable supervision and control over the 
conduct of their children or wards. However, the Child Rights Act and the NDPR are silent 
on the obligation of data controllers and data processors not to exploit the personal data 
of children using tracking devices or coercive or deceptive consent. 

The Nigerian Communications Commission in 2019 also launched an awareness 
programme targeted at children on safe internet practices. The awareness programme 
was also extended to include reviewing the National Child Online Protection document, 
which will consist of a Policy, Strategy, and an Action Plan54. The Commission also 
launched an information kit that advises parents and caregivers on what to do to keep 
children and their wards safe online  These activities aim to identify cyberspace risks and 
sensitivities for children, raise awareness, and disseminate information and experience.
In addition, part nine of the National Cybersecurity Strategy  discusses a national 
strategy for online child abuse and exploitation. This part discusses various strategic 
areas of focus, which include:

The policy suggests integrating child online abuse and exploitation regulation into the 
National legislation on cybercrime, the CyberCrime (Prohibition, Prevention, etc.) Act 
2015. This would aim to ensure that there is an adequate body of rules to protect 
children and their privacy online.

The policy adopts a multi-stakeholder approach for all stakeholders (government, 
regulators, law enforcement officials, app/platform owners and website operators) to 
harmonise collaborative efforts to protect children online;

The policy establishes a unit under the National Cybersecurity Coordinating Center 
(NCCC) to handle matters relating to Child Online Abuse and Exploitation within the 
scope National Cybersecurity Policy.

The policy establishes Child Online Abuse and Exploitation Protection Strategy 
(COAEPS) Unit under the National Cybersecurity Coordinating Center (NCCC) that will 
collaborate with industry regulators and operators to implement a coherent 
Countermeasures Technical Mechanisms (CTM) to prevent access to websites 
identified as hosting contents that are offensive to children and to implement 
processes to enable the removal of any child sexual abuse content posted on their 
services. 

The unit will train and build the capacity of Nigerian Law enforcement officers to 
conduct investigations into internet-related crimes against children and young 
people and maintain a register of convicted online crime offenders. In addition, the 
unit will also drive public awareness campaigns on the safety and security of Nigerian 
children's interactions online.

The NCCC provides a working mechanism to provide a means for reporting illegal 
content found in the country’s cyberspace, as well as quick response procedures and 
timelines for every report received.

The NCCC is also tasked with promoting software which can help screen and detect 
child online abuse and exploitation.



Section 23 (3) of the Cybercrimes (Prevention and Prohibition) Act57 Also, criminalising 
children's online engagement for sexual activities, pornographic performances, 
defrauding, forcing or threatening them is liable to imprisonment of up to fifteen years 
and/or a fine of up to twenty-five million(N25,000,000) or both. 

The Nigeria Communications Commission also published a guideline during the 
COVID-19 period to address the increased access of children to the internet due to the 
pandemic. The guidelines discuss what to do to keep children safe online, the risks 
children face online, child online safety talking points between parent/carer and a child 
and tips on how to help protect children online.58

Amidst the bits and pieces of legislation that seek to make reference to the protection of 
children online, Nigeria still does not have a comprehensive law that addresses online 
service providers and designs that target children or are likely to be accessed by 
children. As a result, Nigerian and, by extension, African regulators are way behind in 
creating guidelines that address the privacy risks and harm that African children are 
exposed explicitly to.



Teenagers and adolescents are the categories of children that engage in more reckless, 
risky, and thrill-seeking behaviours than their younger and older peers. As a result, they 
have the highest rates of sexually transmitted diseases and criminal behaviours of any 
age group and can even drive faster than adults.61 Thus, with an internet that offers no 
protection to their young, vulnerable minds, they have a wider opportunity to explore 
without limits, leaving them open to harmful content and all forms of sexual exploitation 
online.

Providing a robust, effective, and enforceable legal framework for protecting children 
online is usually the first step to protecting children online. In addition, these 
frameworks would function to place an obligation on both parents and service 
providers to maintain specific standards and practices ideal for protecting children. 

Policymakers and regulators must go beyond the scope of putting together 
regulations, policies, and guidelines to implement and enforce strategic means of 
enforcing the provisions without affecting children's privacy. For example, mandating 
companies to verify the ages of children before providing them access to services is 
not barely enough to protect children. Regulators need to be actively involved in how 
these tech companies intend to bring to life the letters of the law to ensure a bigger 
problem is not created. 

Regulators need to adopt a multi-stakeholder approach with the government, tech 
companies and law enforcement to tackle child exploitation online rather than.

Governments are urged to provide regulatory agencies more power to create 
standards for children's rights and ICTs, especially when penalising bad actors. For 
instance, Google's SafeSearch Filters function will block sites that contain explicit 
sexual content.

A review of the age of consent under the NDPR implementation framework to 
eighteen(18) years. With the age of the minority being set at twelve(12) years and 
below under the NDPR implementation framework59 it is essential to understand how 
ideal this reduced age gap is in the grand scheme of things. According to the National 
Society for the Prevention of Cruelty to Children (NSPCC Learning), children aged 9-16 
are particularly vulnerable to:60

Recommendations for the Protection of Children Online

Regulators

seeing sexual images online;

seeing online content that promotes potentially harmful behaviour, such as 
pro-anorexia or self-harm sites; and

being bullied online (Mascheroni and Cuman, 2014).



Parents should teach their kids to control their digital footprint by sharing personal 
data with only those they know and trust rather than with everyone online. Encourage 
them to be selective and use the privacy settings on their social media sites rather 
than sharing their personal data with their contacts.

Parents need to be intentional about internet education. As soon as children start 
accessing the internet, parents need to talk to them about what they are reading, 
what sites they visit, and who they might be communicating with online. In addition, 
children should be made to understand the internet isn't private.

Knowing parental controls for every tool or service your child consumes or uses is vital 
in controlling what your child is likely to come across and be exposed to.62

Parents should teach their kids to limit who they share information with online to 
maintain control over their digital footprint. Encourage them to be picky and use the 
privacy settings on all platforms and products.

Parents

Create child-friendly terms and conditions and privacy policies that are easy to 
understand for kids, and the mechanisms of data processing must be transparent

Only collect and process data necessary for the function of the services being 
requested and provided by and for the children.

Organisations need to adopt age-appropriate designs for products and services 
targeted at children or likely to be used by children to mitigate online risks.

Employ child rights by design standards such that only the best policies and 
technologies available are employed for children’s rights and best interests 
protection in all jurisdictions where their products and services are available.

App settings must be high privacy by default, and nudge techniques should not be 
employed to deceive children into changing those settings.

Processing and collecting children's personal data must always be in line with "the 
best interests of a child " principle.

Under Article 35 of the EU GDPR63 Where the processing of personal data is likely to 
pose a significant risk to the rights and freedoms of natural persons. This analysis will 
determine how the proposed processing operations will affect personal data 
protection. Thus, because processing children's personal data generally carries a 
higher risk, it is essential to carry out a DPIA on all apps or platforms designed for or 
likely to be assessed by children.

Service Providers



Children and adults are not the same, nor are they alike. Children still have a long way to 
go and are still in the process of evolving. Therefore, how they connect and interact with 
the outside world will have a far-reaching impact on their development and future. 
During the development and lifecycle of products for children or that may be accessed 
or are likely to be accessed by children, online service providers must be mandated by 
law and guided by default to do and contemplate what is in the child's best interest first. 
The government must also monitor the situation, refine data protection legislation to 
accommodate the regulation of digital services, and set principles and guidelines for 
online service providers to genuinely protect children.

Conclusion
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