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Additionally, some vendors with a SKU-per-use-case model 
under a committed contract don’t support substituting SKUs 
before the end of the term, which results in shelfware.

In addition, if an organization pays for 100 APM hosts and 
then realizes that they only need 50, some vendors don’t 
allow them to switch those 50 APM hosts to another use 
case if circumstances change until the end of the contract 
term (they’re locked in).

The complex bundle-of-SKUs approach requires customers 
to forecast their usage based on historical usage, which can 
be challenging, especially for those who are experiencing 
rapid growth. The forecasting process also can take months. 
This complex forecasting can be further frustrating when hit 
by surprise overages.

Because infrastructure-based pricing commitments assume 
linear license consumption and are based on individual 
products, it has no predictability for scaling. This assumption 
isn’t realistic;  modern/ephemeral infrastructure changes 
with demand. As an organization scales, it may want to 
avoid individually negotiating and paying for each SKU with 
different pricing models and traps.

In addition, paying for the number of servers and hosts is 
challenging in distributed environments of microservices, 
containers, serverless, and so on. The number of hosts/
services is exploding. Hosts can double every two to three 
years. Cloud adoption can increase the number of hosts 
20–50x:
 • Data centers deploy high-core physical servers.
 • Cloud deployments favor small virtual machines (VMs)  

or servers.
 • One big physical data center server becomes 20–50 

cloud VMs/instances.
 • Per-host cost can grow from US$15/month to  

US$300–US$750/month. 

As organizations increase their monitoring coverage, they 
have a stair-step expense to an unbounded amount. That 
forces them to pay a lot for every incremental host/service or 
leave blind spots. 

With infrastructure-based pricing, many organizations only 
partially instrument their environment—also known as data 
sampling—so they can’t get full visibility into their entire 
tech stack. Sampling data forces organizations to bet that 
they’ll catch the abnormal behavior in the sample, which may 
or may not happen.

Most observability vendors—including Cisco AppDynamics,13 
Datadog,14 Dynatrace,15 Elastic,16 and Splunk17—use host-based, 
agent-based, node-based, and other types of infrastructure-
based pricing. All combine infrastructure-based pricing with 
telemetry-based pricing (hybrid).

The fact that hybrid host- and telemetry-based pricing is 
the most common pricing model for observability vendors 
may account for why 34% of 2022 Observability Forecast 
respondents said they prefer it.18

13 (Cisco AppDynamics, n.d., “AppDynamics Pricing”)
14 (Datadog, n.d., “Datadog Pricing”)
15 (Dynatrace, n.d., “Dynatrace Pricing”)
16 (Elasticsearch, n.d., Elastic Pricing FAQ)
17 (Splunk, n.d., “Splunk Observability Pricing”)
18 (Basteri and Brabham 2022)
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Introduction
Analytics have become business-critical in every 

organization. The business models becoming mpre agile, 

successful organizations are the ones who best use data 

and dramatically shrink their time to decision. To make 

confident decisions, business teams need reliable, timely 

data that they can trust.

With the migration of data and analytics to the cloud, 

data volume and data movement is greater than ever. 

There is data-at-rest, data-in-motion, and data for 

consumption, each having different stops in the modern 

data stack, making it difficult for organizations to get a 

good handle on their data.

Data reliability ensures that data is delivered on time 

with the utmost quality so business teams can make 

timely and accurate decisions and that SLAs are met 

with consistency.  Data reliability includes data quality 

but is so much more. Beyond data quality, data reliability 

includes data pipeline monitoring, data freshness, data 

reconciliation, problem resolution, and drift.

Acceldata for Data Reliability
Data reliability provided in Data Observability Cloud 

gives data teams end-to-end visibility of their data assets 

and data pipelines, along with the tools to ensure the 

reliable delivery of trusted data. This includes automated 

and easy to use, yet powerful tools to ensure high data 

quality at scale, dashboards, and alerts to monitor data 

and identify problems when they occur, and 

multi-layered, correlated data, and drill-down to quickly 

identify the root cause of problems and remediate them.

Complete Visibility

Data Observability Cloud provides end-to-end and 

deep visibility for your data assets and data 

pipelines. Data Observability Cloud inventories, 

auto-classifies, and tags your data assets and 

pipelines.  This covers data-at-rest, data-in-motion, 

and data for consumption, and captures data 

lineage. Data Observability Cloud has 

out-of-the-box, customizable data reliability 

dashboards that monitor the performance and state 

of data assets and pipelines. It offers customizable 

alerts and audits across any metric or policy.

Data Quality

Data Observability Cloud offers a robust data quality 

toolset to help your team deliver a data quality 

program at enterprise-scale. Many data quality 

policies and rules are automated. The tool 

automatically captures a deep data profile and 

performs data validation and anomaly detection. 

Data Observability Cloud uses AI to make 

recommendations for additional policies based on 

the data profile and schema.  Data engineers can 

also create custom, reusable rules for reliability 

checks using SQL or coding languages.

Data Observability Cloud offers out-of-the-box 

detection of schema- and data drift by monitoring 

the metadata and content of the data assets. 

Statistics gathered during data profiling are 

compared with policies to detect data drift.  Active 

metadata gathered during the inventory are used to 

compare against the current state of the asset to 

detect schema drift.  Early detection allows data 

engineers to resolve issues before they impact 

downstream applications or analytics.
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Features
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Problem Identification and 
Resolution

Data Quality

Data Observability Cloud gathers a deep set of data 

up and down the stack about data, data pipelines, and 

the environment.  It includes metadata, data lineage, 

data content statistics, results from data policy rules 

and data pipeline runs, compute use, query 

performance, and job performance. This multi-layered 

data is correlated so when issues occur, data 

engineers can quickly drill-down into the data to 

identify the root cause and resolve it.

Data Observability Cloud offers the ability to “shift 

left” in data quality by identifying and isolating quality 

issues in files and data assets before they hit the data 

warehouse. Data engineers can use the data lineage 

to identify where problems occur within a data 

pipeline. Data Observability Cloud also offers 

cross-data source data reconciliation to maintain 

consistency across all data.

• Automated data quality policies

• AI-driven policy recommendations

• No-code user interface

• Automated data profiling

• Anomaly detection

• Data validation

• Schema-drift

• Data-drift

• Data reconciliation

• User-defined transformations for quality checks

• Reusable custom data quality rules in SQL and 

coding languages

Data Visibility
• Dashboards

• Customizable alerts

• Automated inventory, classification, and tagging

• Asset metadata

• Data lineage

• Data pipelines

• Data quality scores

Multi-layer Data
• Data content statistics

• Data policy rule execution

• Data pipeline execution

• Compute use (Snowflake and Databricks only)

• Query performance

• Job performance

Timeliness/Freshness

Data Observability Cloud monitors query and data 

pipeline execution and provides timing information 

to identify data that is not arriving on-time so 

pipeline performance can be optimized. Teams can 

set SLA alerts for data timeliness (as well as other 

areas) and get alerts if SLAs are not met. Data is 

followed all the way from source to consumption 

point to determine if the data arrived, its timeliness, 

and potential issues.

The rich set of multi-layered data gathered by Data 

Observability Cloud allows data engineers to 

identify performance and timeliness issues and find 

ways to optimize data pipelines so they meet SLAs.  

Data engineers can use the Data Observability 

Cloud data pipeline replay feature to restart data 

pipelines and remedy data delivery problems rapidly.
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Data Integrations

Multi-Cloud

Snowflake

Google
BigQuery

Redshift
Google

Cloud Storage

Azure 
Data Lake

AWS S3

AWS
athena

PostgreSQL

MySQL

Databricks

Data Observability Cloud
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