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Brilliant Machines: A Pragmatic Approach to Responsible AI

“When you invent the ship, you also invent the shipwreck; 
when you invent the plane you also invent the plane crash; and 
when you invent electricity, you invent electrocution... Every 
technology carries its own negativity, which is invented at the 
same time as technical progress.” 

– Paul Virilio

How do we reap the benefits of new technology while 
minimizing its potential to do harm? This modern challenge 
is framed perfectly by Paul Virilio’s quote above, and there 
is perhaps no technology that highlights the relevance of 
this challenge as much as AI. The last two decades have 
seen an explosion in the capabilities of AI, enabling new 
systems that can augment or replace human intelligence 
in a variety of tasks.1 These kinds of systems have the 
potential to boost productivity, grow the economy, 
accelerate scientific discovery, increase efficiency, and 
reduce humanity’s environmental footprint. Many in the 
field believe that AI will be one of the most disruptive 
technologies in human history, with Google CEO Sundar 
Pichai going so far as to say that “AI is one of the most 
important things that humanity is working on. It’s more 
profound than… electricity or fire” [2]. Indeed, the reach of 
AI has quickly expanded into nearly every facet of modern 
life. AI helps us unlock our phones using facial recognition, 
browse content on the internet, find products to buy, 
determine the optimal route on our commute, select the 
best stocks to own, and even identify potential romantic 
partners. Increasingly, AI is being used to make highly 
consequential decisions such as sentencing criminals, 
issuing loans, and diagnosing illnesses.

At the same time, ethical and safety concerns 
surrounding the deployment of AI into nearly every 
element of modern society are beginning to mount. 
Many are beginning to recognize the pervasive influence 
these technologies have on us both as individuals and as 
a collective, yet there is a distinct lack of regulation or 
even ethical consensus surrounding AI and its acceptable 
applications. In fact, a growing group of philosophers, 
politicians, technologists, and scientists view the 
continued development of AI without appropriate 
societal safeguards as an existential risk on par with 
nuclear warfare and climate change.2 Yet, one need not 
look to the future to think about ways in which AI might 
harm humanity—we are already beginning to see the 
effects of unrestrained development and application 
of these technologies. AI-enabled technologies have 
been found responsible for negative mental health 

outcomes, changes in brain structure and development 
(especially in children and adolescents), degraded 
attention and cognition, decreased social and political 
cohesion, widespread dissemination of false information, 
and the amplification of bias and discrimination. 
Together, these issues coalesce to threaten some of 
our most fundamental social and political institutions. 
If we continue to follow our current approach to the 
development and application of AI within the existing 
sociotechnical context, we should expect this list of harms 
to continue to grow in both breadth and severity as these 
technologies mature and become more capable and 
tightly integrated into our society.

Recognizing that AI is still in its infancy, we must 
seek to develop and apply AI in contexts where we can 
experiment with and learn about these technologies 
without the risk of fundamentally damaging individuals 
and societies at scale. Therefore, we must actively 
work to discover industries and applications where 
we can realize AI’s benefits while presenting minimal 
potential for widespread harm of the kind described 
above. This paper lays out Fathom5’s claim that AI in 
the context of industrial optimization will help solve the 
critical challenge of supporting a growing population 
in an ecologically sustainable way without the risk of 
widespread individual or societal harm.

INTRODUCTION

Artificial Intelligence (AI) is an extremely amorphous 
term in common usage—it can mean something 
entirely different to marketers, scientists, executives, 
and lay people. For the sake of this paper, we define 
AI as the collection of digital technologies capable 
of performing tasks traditionally thought to require 
human intelligence, such as image classification and 
autonomous control. These technologies are not 
explicitly told how to perform a specific task. Rather, 
they are designed with a set of principles that guide their 
performance within a specific domain across variations 
of that task, thereby exhibiting intelligent behavior.

1 Readers interested in learning more about the potentially revolutionary impacts of AI may wish to read [1]
2 For more information on the field of existential risk, visit [3]

What is Artificial Intelligence?

“We must actively work to discover 
industries and applications where we 
can realize the benefits of AI while 
also presenting minimal potential for 
widespread harm.”

https://futureoflife.org/background/existential-risk/ 
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As a short note to the reader, despite our efforts to 
keep this paper as brief as possible, this paper is long—
certainly longer than the traditional corporate white paper. 
However, we feel that this length is necessary to have an 
informed discussion that captures the nuanced challenges 
posed by AI. Indeed, we view finding a responsible way to 
harness the power of AI as the defining challenge of the 
21st century, and we believe that an honest presentation 
of our understanding of that challenge and a realistic 
approach to tackling it is more important than a five-page 
piece of marketing material. To that end, we have tried 
to refrain from using hyperbole in this document and 
ensure that bold claims are backed by clear reasoning and 
research. We encourage those that are skeptical of our 
claims to investigate the cited resources for themselves 
and see if they reach the same conclusions we have. Finally, 
we invite readers with any thoughts or feedback to connect 
with us at hello@fathom5.co.

In the past decade, AI has recorded landmark 
performances in several areas traditionally considered to 
be particularly difficult for the field: Microsoft’s ResNet 
achieved superhuman performance in the ImageNet Large 
Scale Visual Recognition Challenge in 2015, DeepMind’s 
AlphaGo beat the reigning Go world champion in 2017, 
and natural language processing (NLP) models began 
outpacing traditional NLP performance benchmarks like 
GLUE and SQuaD in 2019. These were challenges that 
had seemed insurmountable to AI researchers only a few 
years prior, and the technologies that drive them were 
quickly put to use in a variety of commercial applications. 
At the same time, few technical or societal safeguards 
have been put in place to reduce the negative impacts of 
these technologies in the face of their rapid integration 
into society. Thus, we find ourselves in a position that 
would be analogous to having immediately given everyone 
a car shortly after its invention, but not having created 
seatbelts, airbags, anti-lock brakes, drivers’ licenses, traffic 
laws, or highway patrol. The following sections discuss 
some of the most critical risks posed by AI in the current 
sociotechnical context.

At their core, the deep learning and reinforcement 
learning methods that currently dominate the field of 
AI are highly adaptable, statistically driven function 
approximation machines [4]. These models can achieve 

superhuman performance on a variety of tasks by 
ingesting vast amounts of data and iteratively adjusting 
millions or billions of parameters3 to fit a function that 
produces the desired output given various inputs, be it 
the classification of an image with a correct label or the 
winning placement of a piece in Go. To put the size of these 
models and the amount of data they are trained on into 
perspective, OpenAI’s state-of-the-art NLP model GPT-3 
is composed of ~175 billion parameters and was trained 
on ~45 terabytes of text, including over 400 billion text 
fragments [5]. Though in principle somewhat analogous 
to the operation of biological neural networks, in practice 
the reasoning of statistically driven AI models diverges 
significantly from human cognition, which operates in 
terms of abstract thought and conceptual reasoning. As 
a result, despite achieving “superhuman” performance 
in many tasks, modern AI does not function like human 
intelligence. This has negative consequences that make its 
application in certain domains risky.

One consequence of the statistical nature of modern 
AI is that the performance of any given AI system is 
confined to the narrow range of tasks for which it was 
designed to perform (often phrased as “narrow AI”) and 
to the statistical characteristics of the data used to train 
the system. In practice, these systems lack the intuitions, 
contextual cues, and common sense possessed by humans, 
embodying the phrase “common sense isn’t so common.” 
As a concrete example, image classification algorithms 
based on deep neural networks can be easily tricked into 
making comically bad classification predictions by adding 
random noise to an image that would be imperceptible to a 
human (see Figure 1). This is because deep neural networks 
used for image classification are optimized against 
massive datasets to pick up on statistical characteristics 
shared within image classes but unique between them. 
A small change in the statistical distribution of an image 
significantly changes the content of the image for a 
statistically driven function approximation machine but 
not for the visual cognition processes of a human. This is 
the driving force behind modern AI’s reliance upon large 
quantities of data to achieve sufficient performance. As a 
general rule, the larger the number of parameters in the 
model, the larger the number of samples needed to fit 
the model accurately. Moreover, the examples within the 
training data must have similar statistical characteristics 
to the examples on which the model will be expected to 
perform in the real world. If an image classification model 
is trained to classify images of humans using only pictures 
of humans standing up, it will struggle to perform well 
on images of humans sitting down because the statistical 

WHAT MAKES AI RISKY?

3 A parameter is an adjustable element of an algorithm that is tuned to maximize performance. One might think of them as the 
“knobs” dictating the behavior of the algorithm that are carefully adjusted until the algorithm achieves the desired performance.

Statistical Nature

mailto:hello%40fathom5.co?subject=
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distribution of those images is different. Whereas you 
can see an object once and are likely to recognize that 
same object again, even under different conditions, 
AI models need to see the object thousands of times 
under every conceivable condition to achieve that same 
level of performance. As a result, the learning process 
and failure modes associated with modern AI models 
differ significantly from those associated with human 
intelligence, even for the same task.

The statistical underpinnings of modern AI also make 
it difficult to understand how these models make the 
decisions they do from the perspective of human cognition. 
Despite increased research into “explainable” AI in recent 
years, most AI models remain difficult to interpret even 
for those who built them, commonly referred to as the 
“black box” problem. The black box problem is often cited 
as stemming from the size and complexity of most modern 
AI systems. For models with billions of parameters, it is 
extremely difficult to understand the role played by each 
of those parameters and the relationships between them 
in shaping the model’s learning and output. However, the 
more fundamental problem at play here beyond the sheer 
complexity of the model is the disconnect between purely 
statistical inference and conceptual understanding. To 
illustrate this point, consider the relatively simple case 
of trying to understand the moves of a model trained to 
play Chess. Describing why they made a certain move, a 
human player would describe their move in terms of the 
game mechanics and concepts, saying something like, “I 
chose to make move X because it traps their knight and 
gives me control of the center of the board.” However, an 
equivalent description of an AI’s move would be something 
like, “after observing hundreds of thousands of games to 
learn a probability function for the best moves, move X was 

found to be associated with the highest probability of a win 
given the current state of the board.” The AI may point to 
the correct move, but it is up to humans to interpret the 
relative strengths and weaknesses of the move within the 
context of the game. This disconnect between statistical 
and conceptual reasoning makes it difficult to understand 
how modern AI models are solving problems in a particular 
context in a way that can be meaningfully understood by 
human beings.

As we will discuss at length later in the paper, this 
lack of intuition regarding how AI models work and how 
they can fail can make the use of AI particularly risky for 
certain applications. Without the ability to probe a model 
and meaningfully understand how and why an AI makes 
decisions, it is difficult to trust that the reasoning behind 
the model’s output is functionally relevant and ethically 
acceptable. Moreover, it also makes it difficult to predict 
and prepare for circumstances in which the model might 
perform in unexpected ways, as in the case of Figure 1. This, 
too, can erode trust in a model—even if a model performs 
extremely well across many examples during development 
and testing, it may catastrophically fail in unpredictable 
ways when deployed in the real world. 

Governments worldwide have struggled to keep up 
with AI’s rapid innovation and adoption. To date, no major 
government has enacted a comprehensive regulatory 
framework specifically addressing AI concerns. Instead, 
most rely on the extension of existing regulatory regimes 
to AI. This is problematic because existing regulations are 
often difficult to apply in the context of AI as they lack 
consideration for factors specific to AI. For example, the 

Figure 1: Slightly altering the statistical distribution of an image can cause major issues for modern image classification methods. Here, 
an image classification model correctly classifies the original image as a panda. However, slightly changing the image by adding a small 
amount of noise causes the model to misclassify the panda as a gibbon with high confidence, despite the changed image appearing 
identical to the original for a human viewer. (image credit [6])

Lack of Regulation
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United States Equal Credit Opportunity Act (ECOA)—
introduced in 1974—prohibits “credit discrimination 
on the basis of race, color, religion, national origin sex, 
marital status, age, or because a person receives public 
assistance” [7]. Therefore, it is illegal to directly factor 
in so-called “sensitive characteristics” like race when 
making lending decisions. However, it is possible for AI 
models that take thousands of non-sensitive data points 
as inputs to indirectly infer sensitive characteristics with 
a high degree of accuracy. Data related to an individual’s 
spending habits, social network, and browsing history 
can allow a model to infer race, gender, marital status, 
etc., and the difficulty understanding these models’ 
decision-making process (as discussed above) can make it 
extremely difficult if not impossible to determine whether 
such inferences are being made inside a model and, if they 
are, how these inferred characteristics are affecting the 
model’s outputs.4

The pragmatic challenge of developing effective 
policy surrounding AI is exacerbated by disagreement 
over ethical questions that arise from the application 
of these technologies—especially at the international 
level. Who can use AI, for what purposes, and with what 
characteristics? General agreement on the answers to 
such normative questions is a necessary backdrop for 
the formulation of policy that guides AI in a direction 
that we as humans agree is desirable. Over the past few 
years, many organizations across the private, public, 
non-profit, and academic sectors have begun to release 
guidelines for the ethical use of AI that are meant to 
address these questions. However, a study surveying 
global AI ethics guidelines in 2019 found that despite 
emerging consensus around a core set of eleven general 
ethical principles, there are “substantive divergences… 
in relation to four major factors” [9]. These factors were 
1) how ethical principles are interpreted, 2) why they 
are important, 3) what issue, domain, or actors they 
pertain to, and 4) how they should be implemented. For 
example, the majority of the ethical guidelines included 
justice as a fundamental principle of ethical AI yet varied 
greatly in their definitions of what “justice” means in the 
context of AI and how it can be ensured. The difficulty 
associated with formalizing high-level moral principles 
into a more granular understanding of which actions are 
and are not acceptable under specific circumstances is 
nothing new—it has been a source of moral and political 
debate for thousands of years.5 Yet, these questions 
gain a renewed importance and urgency in the face of a 
technology capable of rapidly replacing or augmenting 
human cognition to make decisions of direct or indirect 

moral consequence.
Recent years have seen the first steps toward 

regulations that specifically consider factors relevant to 
AI. Some of these regulations, such as the EU’s General 
Data Protection Regulation (GDPR) and the proposed 
Digital Services act, are limited to the narrow issues of 
data rights and content recommendation algorithms, 
respectively. Others are aimed at creating comprehensive 
regulatory frameworks for AI technologies. In 2021, the 
European Commission proposed the Artificial Intelligence 
Act to provide the EU with a legal framework for AI, 
the Brazilian Congress passed a similar bill (with the 
Senate set to vote sometime in 2022), the Cyberspace 
Administration of China released a three-year road map 
for governing all internet algorithms, and AI-specific laws 
have begun to emerge on a local and state level in the 
United States and elsewhere. However, given AI’s global 
reach and implications, truly effective AI regulations will 
require a high level of international coordination and 
cooperation rather than a patchwork of local, state, and 
national laws [11].

If the historical timeline for progress on nuclear arms 
reduction work is any indicator, it will take years to form 
international consensus on AI regulation and longer still 
for these regulations to be effectively implemented, 
enforced, and refined, especially in the context of 
our relative lack of understanding with regard to AI 
technologies. Moreover, the rapid pace of AI development 
presents a more general challenge for a regulatory 
paradigm based on hundred-page pen-and-paper 
documents and annual legislative sessions. As a result, 
we are far from a truly effective and comprehensive 
regulatory paradigm for AI. Given the central role played 
by government in mitigating the negative effects of 
technology, the relative lack of effective AI regulation for 
the foreseeable future significantly increases the risk that 
harmful applications of AI will remain unaddressed.

When acting within complex systems, human beings 
reliably follow incentives as they perceive them—
this is one of the fundamental insights of behavioral 
economics. For companies, these incentives take the 
form of profit over various timescales. The individuals 
within a company are not only likely to make decisions 
that benefit shareholders through improved profit, 
they have a fiduciary duty to do so. This is important 
to understand given that the commercial sector 
currently leads the field of AI in both development 

4 For an in depth look at the ethical and legal issues surrounding the use of AI for credit scoring, see [8]
5 See [10] for further reading on this point and its relevance to AI ethics

Bad Incentives
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and application, investing more than academia and 
government spending combined. In 2020, the United 
States commercial industry spent over $80 billion on AI, 
while non-defense6 spending by the federal government 
was only $1.5 billion that same year [12]. Moreover, the 
private sector’s lead in developing and deploying AI is 
increasing. In 2019 65% of AI PhD graduates in North 
America went into industry, up from 44.4% in 2010 
[13]. Though we certainly want companies to behave 
ethically, we must also be realistic in understanding that 
profit incentives sometimes contradict ethical behavior, 
as was exemplified by Google’s controversial firing 
of leading ethics researchers Timnit Gebru and Meg 
Mitchel and the ensuing turmoil surrounding its ethical 
AI team [14]. Therefore, to ensure that AI is developed 
and deployed responsibly for the benefit of humanity, it 
is critical that the profit incentives driving the private 
sector are aligned with this outcome.

Unfortunately, there are many markets for which 
this is not the case. One obvious example is markets 
that operate within the so-called “attention economy.” 
In the attention economy, companies make revenue 
by harvesting the attention of users and monetizing 
the valuable data it generates. For example, the vast 
majority of Facebook’s revenue—about 97.9 percent 
in 2020 [15]—comes from ads, and a given advertiser 
is willing to pay more or less depending on how much 
attention they believe a given ad is likely to capture 
from their target audience. The more of your time and 
attention Facebook can capture, the more it knows 
about you from the data you generate when using the 
platform, and the more money it will make. Indeed, social 
media platforms’ real customers are the advertisers, 
not the end user, because the advertisers are actually 
paying for the service. Notice that this is different from 
more traditional business models wherein the user is the 
one who pays for the service, which in turn incentivizes 
the company to maximize the benefit of the service for 
the user. “If it’s free, you are the product,” as the saying 
goes. As will be discussed in the following sections, the 
skewed incentives that arise from this business model 
have led social media platforms to deploy AI as part 
of a global-scale effort to maximize engagement and 
attention in ways that are often detrimental for both 
individual users and society as a whole.

It is important to acknowledge that the attention 

economy is not inherently bad, nor is it the only market 
force that can lead private companies to take actions 
that harm the general public. However, it is a well-
studied case that serves to highlight the dangers of 
allowing maligned business models and incentives to 
drive the development of AI, especially in the absence of 
coherent regulatory and ethical frameworks. If business 
incentives stemming from markets that are maligned to 
the public good are left to drive the way AI is applied, 
then AI will often be applied in ways that are maligned to 
the public good.

As software-based digital technologies, AI systems 
can be rapidly scaled and disseminated in ways that 
simply aren’t possible for physical systems.7 Consider 
the fact that Facebook had almost 2 billion active daily 
users in the first quarter of 2022 [17]. At the press of a 
button, Facebook can release an update to its content 
recommendation algorithm that affects nearly 1/4th 
of humanity within a single day. This means that the 
consequences of an algorithm—both good and bad—can 
almost immediately reach global significance. At these 
scales, an algorithm’s negative effects can be particularly 
insidious—even a small change in the behavior of millions 
or billions of individuals can have a huge effect in the 
aggregate. Innovation in AI disseminates far more easily 
than physical technologies as well. For example, we have 
known how to generate power through splitting atoms for 
a long time, but to take advantage of this knowledge by 
building a nuclear power plant (or a nuclear weapon) still 
requires  massive amounts of capital, labor, coordination, 
and technical sophistication. By contrast, one can utilize 
many cutting-edge models in AI with nothing but a laptop 
and some AWS credits.8 Moreover, aided by modern 
hyperscale computing infrastructure, AI models can be 
deployed at scale by small teams of engineers with little 
oversight or public accountability.

6 Data on defense spending related to AI is not publicly available
7 For further reading on this point, see [16]
8 This is especially true using a technique known as transfer learning. Transfer learning takes a pretrained state of the art model such 
as Google’s MobileNet V2 and retrains only a small portion of the model to tune its performance to a new task. To see for yourself 
how easy this really is for someone with a basic foundation in programming, see this Google tutorial: https://www.tensorflow.org/
tutorials/images/transfer_learning

“At the press of a button, Facebook 
can release an update to its content 
recommendation algorithm that effects 
nearly one fourth of humanity within a 
single day.”

Scalability

https://www.tensorflow.org/tutorials/images/transfer_learning
https://www.tensorflow.org/tutorials/images/transfer_learning
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The scalability of AI really is the critical point that makes 
the other characteristics outlined above so concerning. The 
process of utilizing AI for more and more applications is really 
the process of integrating novel decision-making agents into 
our society. Cumulatively, the risks outlined above aggregate 
to create a world in which this process is taking place in an 
unregulated environment, driven by potentially maligned 
incentive structures, with relatively poorly understood agents 
that display an intelligence very different from our own—and 
because these technologies can be scaled so quickly, billions 
of people are being exposed to the risks associated with AI in 
a relative blink of an eye.

Potential risks like the ones outlined above are 
cause for concern and evaluation. But when these risks 
are realized as measurable harms, it is time for action. 
The following sections outline only a few ways that 
deploying AI in the current sociotechnical context is 
causing significant individual and societal harm. What 
should be clear from the following sections is that these 
harms—as bad as they are today—are only the beginning 
of what is to come. Unless we make significant changes 
to how we handle AI application and development, 
we will almost certainly see these harms amplified 
as AI technologies continue to advance and become 
increasingly widespread.

A growing body of evidence9 shows that excessive 
usage of digital technology has negative impacts on 
psychological health, manifesting as negative mental 
health outcomes, degraded cognitive abilities, and 
even structural changes in the brain. These effects are 
especially pronounced in children and adolescents whose 
brains are undergoing critical periods of development 
that will affect them for the rest of their lives. Indeed, 
studies have found that preschool-aged children with 
higher levels of screen time showed delays across key 
developmental measures, including language, problem-
solving, and social interaction, along with brain scans 
showing physical changes in areas of the brain associated 
with language in these populations [19], [20]. Social media 
in particular is a driver of these problems. Both academic 
[21] and internal company [22] research has shown that 
Instagram use is linked with significantly higher rates of 
eating disorders in teenage girls. Moreover, a randomized 

experiment on over 1,600 American adults who used 
Facebook for up to an hour a day found that one month 
away from the platform led to a significant improvement 
in emotional well-being and a large, persistent reduction 
in post-experiment Facebook use [23].

9 For a more comprehensive overview of these harms, see [18]

Psychological Health

HOW ARE THESE RISKS
REALIZED AS HARMS?

Figure 2: Photography collection by Eric Pickersgill wherein 
phones and tablets have been photoshopped out of the images 
to highlight the absurd amount of time and attention captured 
by these devices. (image credit [24])

Of course, “digital technology” is not the same as 
AI, and many of the negative effects associated with 
the use of digital technology are mediated by factors 
other than AI. For example, much of the harm caused 
by social media use has to do with its ability to expose 
an individual to millions of other people leading to 
unhealthy levels of social comparison for which we 
are not adapted. However, the AI-powered content 
recommendation algorithms that underpin these sites 
massively amplify this harm by exploiting thousands of 
hours of personalized behavioral data to stoke social 
comparison and maximize our time on site as part of the 
attention economy. In doing so, these algorithms hijack 
the limbic system in our brain in ways that are associated 
with the structural changes [25] and behaviors [26] 
characteristic of addiction. If social comparison is the 
drug, then your personalized content recommendation 
algorithm is the dealer whose goal is to get you to buy 
more. It is no wonder that Chamath Palihapitiya, a former 
vice president of user growth at Facebook, said: “The 
short-term, dopamine-driven feedback loops that we 
have created… [are] eroding the core foundations of 
how people behave by and between each other. I can 
control my decisions, which is why I don’t use that sh*t. I 
can control my kids’ decisions, which is that they’re not 
allowed to use that sh*t” [27].
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There is growing concern that algorithms and the 
vast amount of data they have access to can be used to 
alter people’s opinions and actions in a way that degrades 
their individual autonomy. Of course, some amount of 
persuasion has been an acceptable part of society for 
a long time. After all, what is an ad if not an attempt to 
persuade you to hold a given opinion or buy a specific 
product? Yet, there are differences both in degree and 
in kind between traditional advertising strategies and 
those driven by AI. Take, for example, an ad placed on a 
traditional cable television channel for a particular brand 
of engagement rings that are on sale. The company that 
bought the ad picked that particular channel based on 
general information about the channel’s demographics, 
perhaps that the channel’s viewers are predominantly 
men in their late twenties. Some will be persuaded to buy 
that brand, some will be outside of the intended customer 
demographic, and some will have muted the TV while they 
go to the kitchen. Now consider that same ad delivered via 
your favorite social media platform using an ad placement 
algorithm. Your platform activity and social network 
connections indicate that you are a straight 28-year-old 
male who has been in a relationship for two years10; your 
browsing history (off the platform!) indicates that you 
have been shopping around for engagement rings; it is 
late and your usage metrics over the past hour indicate 
that you are getting drowsy and more susceptible to 
persuasion. The platform primes you with some specific 
content: a post by a friend who recently got married, an 
article about the best honeymoon spots, and another 
article describing coming increases in fine jewelry costs. 
Finally, you see the ad for engagement rings on sale—but 
not just any ad: this ad has been tailored to your personal 
preferences through A/B testing11 of multiple ad layouts 
with thousands of other users. In fact, the woman in the ad 
looks similar to your soon-to-be fiancé, and she is pictured 
with the ring and a huge smile across her face. Of course, 
you click the ad and buy the ring. The difference in degree 
between this ad and the TV commercial comes in the 
form of precision. The AI-driven ad is able to be targeted 
at a highly specific audience in a highly personalized 
way. But the difference in kind comes from the feedback 
loop created by your interaction with the social media 
platform, which allows the platform to measure your 
behavioral response to content and ads in real time and 
adjust accordingly.

For many, the differences described above mark the 
philosophical line between persuasion and full-blown 
manipulation, and a growing body of scientific studies 
support this line of thought. In one study, researchers were 
able to train algorithms to manipulate study participants’ 
behavior across three game-based experiments testing 
action selection, response inhibition, and social decision-
making [29]. This is especially concerning when one 
considers that the manipulative tactics outlined above are 
also applied to individual decisions that have significant 
consequences for broader society, such as which 
candidates to vote for in an election. Indeed, this was 
the business of Cambridge Analytica, the now notorious 
political consultancy firm that utilized AI to deliver 
highly targeted and personalized ads across platforms 
like Twitter, Facebook, and Snapchat and monitored 
engagement in real time to adjust the ad delivery strategies 
in support of the candidates that hired them (see Figure 
3 below) [30]. But manipulation goes beyond targeted 
ads: studies indicate that how we access information also 
strongly affects our preferences and behaviors. One study 
investigating the power of recommendation algorithms 
to influence preferences found that “viewer preference 
ratings are malleable and can be significantly influenced 
by the recommendations received” [31]. Another study 
found that altering the order of search engine results could 
influence the behavior of undecided voters by more than 
20% [32]. What’s worse, these search ranking biases could 
be masked so that participants showed no awareness of the 
manipulation. The ability to influence voter decisions by 
20% is an incredibly powerful one, especially considering 
that democratic elections are often decided by a difference 
of only a few percentage points. Indeed, spending metrics 
reflect the power search engine rankings can have: In 
2021, total spending on search engine optimization (SEO) 
in the US was estimated to be $52 billion [33], while total 
spending on government lobbying that same year was only 
$3.7 billion [34]. In other words, companies found it orders 
of magnitude more valuable to influence Google’s search 
algorithm than the US government.

Manipulation

10 See [28] to understand how data generated through platform usage can be used to predict these traits
11 A/B testing, sometimes called split testing, is technique wherein different users are exposed to different versions of some target 
variable, such as an advertisement or website layout. The behavior of these users is then measured for different presentations to 
identify the one with maximal intended effect.

The ability to influence voter decisions 
by 20% is an incredibly powerful one, 
especially considering that democratic 
elections are often decided by a difference 
of only a few percentage points.
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The way individuals access and share information 
can have a significant effect on the polarization of a 
society. Many are familiar with the concept of “filter 
bubbles,” wherein personalized content recommendation 
algorithms continuously feed someone content that is 
aligned with their existing beliefs, ultimately resulting 
in a state of intellectual isolation. Google—the de facto 
knowledge lookup for settling any argument—gives each 
of us personalized search results, and your social media 
feed is based on the browsing habits of you and your own 
social network. Yet, the problem goes beyond stunting 
the formation of new opinions informed by diverse 
perspectives. Content recommendation algorithms have 
been shown to direct users to consume increasingly 
radical content. One study found that YouTube’s content 
recommendation algorithm caused users to “consistently 
migrate from milder to more extreme content” based 
on an analysis of over 2 million recommendations and 
72 million comments [35]. These findings match reports 
generated internally at Facebook in 2016, which found 
that “64% of all extremist group joins are due to our 
recommendation tools… Our recommendation systems 
grow the problem” [36]. Indeed, there is a general trend 

toward the promotion of anger and outrage across 
various social media platforms, with studies indicating 
that anger and outrage spread faster on both Twitter 
[37] and its Chinese equivalent Weibo [38]. Though 
these effects are partially driven by human psychology, 
especially in crowds, they are amplified by these 
platforms’ use of AI to maximize user engagement. But 
don’t take our word for it; another internal Facebook 
report said in 2018 that “Our algorithms exploit the 
human brain’s attraction to divisiveness,” which fed users 
“more and more divisive content in an effort to gain 
user attention and increase time on the platform” [36]. 
See Figure 4 for an illustration of just how polarized US 
Facebook users are.

Making matters worse is the prevalence of 
disinformation on these platforms, amplified by the 
existence of fake profiles controlled by AI, commonly 
referred to as “bots.” By assembling large numbers of bots 
and deploying them as part of a coordinated effort to 
push false narratives or simply pollute the platforms with 
conflicting information, one person or a small group can 
increase the spread of misinformation by many orders of 
magnitude. Indeed, studies have shown that this kind of 
“information gerrymandering” can have outsized effects 
on collective decisions and voting patterns [39]. Russia 

Polarization

Figure 3: Slide taken from a Cambridge Analytica PowerPoint presentation highlighting its digital strategy for supporting political 
candidates. (image credit [30])
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used such tactics as part of a sustained disinformation 
campaign meant to seed division in American society 
surrounding the 2016 election. Between January 2015 
and August 2017, 50,528 Russian bot accounts generated 
3.8 million tweets related to the 2016 US presidential 
election, representing about 19% of the tweets related 
to the election during that time [40]. At the same time, 
Russian troll farms aided by bots generated approximately 
80,000 Facebook posts reaching an estimated 126 million 
US citizens—more than a third of the entire US population 
[41]. But misinformation peddled by bots need not be 
part of a nation-coordinated effort to be harmful—a high 
prevalence of bots spreading misinformation derails 
our ability to reason about some of the most important 
issues of our time more generally. In the weeks following 
America’s withdrawal from the Paris Climate Agreement, 
suspected bots accounted for roughly a quarter of all 
climate change-related tweets [43], and bots were found 
to reference low-credibility sources at much higher 
rates than high-credibility sources when tweeting about 
COVID-19 [44]. Without the ability to agree upon the 
facts, it is difficult to imagine how we will be able to 
individually and collectively reason our way through an 
election, a public health crisis, or an existential threat.

The combination of intellectual isolation via filter 
bubbles, algorithms that amplify the propagation of 
outrage and steer users toward increasingly extreme 
content, and prolific amounts of disinformation amplified 

by bots creates an environment on many online content 
platforms that is extremely conducive to negative types 
of polarization, reducing the possibility for productive 
discourse, promoting tribalism, and decreasing our ability 
to reason through issues. Though certainly not the only 
cause, it is clear that AI, as deployed by many online 
content platforms, has exacerbated underlying issues 
contributing to growing polarization.

As AI is employed to augment or replace human 
cognition across an increasingly wide range of tasks, its 
ethical shortcomings have become glaringly apparent. In 
particular, racial and gender biases (among others) have 
been found in AI systems making decisions regarding 
criminal sentencing, hiring, credit scoring, healthcare 
spending, internet search results, and even facial 
recognition. Often, these biases are a consequence of 
modern AI’s reliance on data. When the data are taken 
from a society that exhibits biases against certain groups, 
those biases are reflected in the statistical characteristics 
of the data and, in turn, the algorithms trained on it. For 
example, one study found that a healthcare algorithm used 
to predict which patients would require extra medical 
care heavily favored white patients over black patients, 
despite not considering race as a factor [45]. The issue 
stemmed from the algorithm’s use of healthcare cost 

Figure 4: Graph illustrating the polarization of US Facebook users. Each node represents a Facebook page. Larger nodes are more popular 
pages. Two nodes are linked and grouped when users like a post from both pages, so a cluster of nodes represents a community of users 
interested in similar topics. (image credit [39])

Fairness
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history to predict healthcare needs, which is predicated 
upon the assumption that white and black patients would 
spend similar amounts for similar levels of care. However, 
this assumption ignored racial disparities in healthcare 
spending, resulting in the algorithm’s predictions favoring 
white patients. Similarly, an analysis of an algorithm called 
COMPAS used to predict the likelihood of a criminal 
defendant’s likelihood of recidivism (the likelihood of 
committing another crime) found that the false-positive 
rate for black offenders was nearly twice as high as it was 
for white offenders (45 versus 23 percent), among other 
racial disparities in performance of the algorithm [46]. 
Systems like COMPAS are intended for use by judges to 
help make criminal justice decisions ranging from setting 
bail to approving parole and even setting sentences.

To deploy a biased algorithm to make decisions of 
this kind is to literally encode bias into our society. These 
systems perpetuate bias through a sort of self-fulfilling 
prophecy: biased data leads to biased algorithms, which in 
turn leads to biased decisions, which in turn generates more 
biased data. Though it is possible in principle to remedy 
algorithmic bias, it is extremely difficult in practice. For 
starters, it is often infeasible to obtain unbiased datasets to 
represent an unbiased “ground truth.” Moreover, the opaque 
nature of these models discussed above stands in the way 
of identifying and remedying the elements of a model that 
contribute to its biased decision-making process. This is 
made even more challenging by the fact that not all bias is 
created equal. Some forms of bias are acceptable—even 
necessary—to create an accurate system. For example, we 
are “biased” against lower-income applicants when issuing 
loans because we believe income is a fair and relevant 
factor to consider when trying to determine the likelihood 
of default. So really, we are trying to shape an algorithm 
to be biased with regards to certain characteristics of the 
input data but not others. Therein lies the final and perhaps 
most important challenge of designing fair algorithms: 
who decides what is “fair”? When an algorithm is used to 
make ethically consequential decisions, there is an implicit 
judgement being made that this algorithm behaves in an 
ethically acceptable manner. Yet, as was discussed above, 
there is a lack of societal consensus regarding many of the 
ethical issues these algorithms bring to the forefront. In the 
absence of a consistent ethical or regulatory framework, 
the judgement of whether this algorithm behaves ethically 
is often left up to the team of individuals who created it. In 
the current societal context, this is most often a small group 
of engineers and product designers distinctly lacking in 
diversity and with no accountability to the public.12

The ethically loaded decisions outlined above affect 

peoples’ lives in a fundamental way. Who has access to 
the highest quality healthcare, who has access to various 
financial opportunities, who should be imprisoned, and for 
how long? These decisions are at the core of our society, 
and entrusting those decisions to a young technology 
that is highly scalable and has known flaws is downright 
irresponsible. A biased judge is one thing, an institution that 
perpetuates biased judgements is another, but a biased 
algorithm developed by a handful of engineers and deployed 
into courts across America? That is unprecedented.

If you have been following the paper thus far, you are 
probably feeling pessimistic about the prospects of AI. 
These technologies are clearly causing or contributing 
significant amounts of harm to individuals and society. The 
companies behind many of these harms are unlikely to 
make significant changes to their products and business 
models of their own volition because their incentives 
are misaligned, and we are far from a place where we 
can implement effective regulatory frameworks to curb 
negative outcomes. Moreover, these technologies present 
significant technical challenges for which we are unlikely 
to have solutions in the near future. AI has the potential to 
address some of the biggest challenges of the 21st century, 
but it might seem unclear how we can realize this potential 
without causing significant damage in the process.

However, it is imperative to realize that these harms 
are not inevitable consequences of AI. Rather, they are 
the result of the widespread application of a powerful 
but immature technology in areas that can cause grave 
harm. The reality is that the widespread application 
of AI is an unprecedented sociotechnical experiment. 
Indeed, AI philanthropist and former CEO of Google Eric 
Schmidt has said, “We are playing with the information 
space of humans. We are experimenting at scale without 
a set of principles as to what we want to do”[47]. Thus 
far, that experiment has been conducted directly on 
billions of people in ways that have pragmatic and 
ethical implications for the functioning of our society 

12 See chapter six of [13] for an overview of diversity in AI

A PRAGMATIC SOLUTION

A biased judge is one thing, an institution 
that perpetuates biased judgements 
is another, but a biased algorithm 
developed by a handful of engineers and 
deployed into courts across America? 
That is unprecedented.
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and institutions. How we access information, the ways 
we connect and communicate with each other, decisions 
about how resources and opportunities should be 
allocated and to whom—these functions are at the core of 
society, and it should be unsurprising that the application 
of AI to these functions with the attitude of “move fast 
and break things” has proven to be problematic.

Trial and error in the real world are certainly a 
necessary element of learning how to utilize AI responsibly, 
but these errors must take a less costly form than false 
imprisonment or the erosion of democratic institutions 
for AI to bring a net benefit to humanity. As such, there 
is an urgent need to identify “sandbox”13 industries and 
application areas where we can experiment with and 
better our understanding of AI in the real world with 
minimal risk of causing the devastating harms outlined 
above. These sandboxes will give us a safe environment to 
iteratively test new innovations and safeguards in AI and 
understand their impact in the real world before exporting 
those solutions to higher-risk industries and applications. 
Moreover, by picking sandbox industries and applications 
for which the use of AI has high potential to benefit 
humanity, the sandbox approach would allow us to realize 
many of the benefits of AI even as we pace the adoption of 
these technologies to match the development and maturity 
of critical sociotechnical safeguards.

Fathom5 believes that the industrial sector is an 
ideal sandbox industry for learning how to apply AI in a 
responsible manner. The potential harm that could be 
caused by AI in the industrial sector is well-characterized 
and has little chance of propagating to cause the kind of 
widespread harm to individuals and societies outlined 
above. At the same time, successful application of AI to 
optimize industrial operations could play a central role in 
tackling some of the largest challenges facing humanity in 
the 21st century. The following sections describe some of 
the key characteristics that make the industrial sector an 
ideal sandbox for AI development, as well as some of the 
risks associated with industrial AI and mitigating factors 
for those risks.

An optimized industrial sector that allows humanity 
to produce more goods and services essential to modern 
life using fewer inputs is objectively good for humanity. 

One might debate whether the ability of any individual 
to broadcast their opinion to millions of other people is 
ultimately good or bad or whether a credit scoring system 
that is overall more accurate in the aggregate justifies 
the risk of algorithmic bias, but few would argue against 
the benefit of an optimized industrial system that is able 
to make more with less. If you are a capitalist, you make 
more money. If you are an economist, you boost economic 
productivity. If you are an environmentalist, you reduce 
environmental impact. If you are a consumer, you gain 
access to essential goods and services at a decreased cost. 
If you are a humanitarian, you are able to provide clean 
water, food, and energy to a larger portion of humanity. 
In other words, the incentives of industrial optimization 
are aligned with the best interests of humanity as a whole. 
But more than being universally beneficial, industrial 
optimization addresses one of the crucial challenges 
facing humanity and the environment in the 21st century. 
According to the UN, the global human population is 
expected to reach nearly ten billion by 2050 [48]. If we try 
to produce enough clean water, food, energy, medicine, 
and other essential goods and services for this number of 
people using an industrial base operating with the current 
level of efficiency, it will kill our planet. We must find 
ways of producing and delivering more of these essential 
goods and services using fewer inputs and with a reduced 
environmental footprint to accommodate an increasing 
world population, and AI has the potential to play a 
central role in improving industrial efficiency.

Not only are the goals of industrial optimization 
objectively beneficial to humanity, but they can also be 
expressed in quantifiable and objective terms. This is 
critical because it allows us to measure the performance 
of an industrial AI system against a desired outcome 
directly rather than through a set of subjective proxy 
metrics. For example, one can directly quantify how 
successful a given AI is at maximizing the amount of 
food produced by a plot of land given a fixed amount 
of water and fertilizer. On the other hand, it would 
be difficult to directly measure how successful an 
updated content recommendation algorithm is at 
promoting a “healthy democracy” because the “health” 
of a democracy can only be measured in terms of 
subjectively chosen proxy metrics. Should the success 
of the algorithm be measured in terms of increased 
voter turnout? Or decreased polarization? Or maybe 
some weighted combination of both? If chosen wrong, 
the optimization of these proxy metrics can actually be 
counterproductive to the intended outcome of applying 
AI to these issues. While there is always the risk of 

THE INDUSTRIAL SECTOR AS
AN IDEAL SANDBOX

13 This term is borrowed from software engineering, where a “sandbox” is an isolated development environment that engineers can 
use to experiment and test changes to software without affecting the functionality of the system that is actually deployed to users

Objective Good
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unintended consequences when applying AI, the ability 
to define an industrial AI’s objective function14 directly 
in terms of desired outcomes significantly reduces the 
chances of deploying AI systems that are misaligned 
with intended outcomes.

The nature and scale of the harms realized by the 
leading applications of AI discussed above are simply not 
possible as the result of AI applied to the industrial sector. 
It is difficult to imagine how a decision to increase the 
revolutions per minute of a pump could cause widespread 
mental health issues or alter the outcome of an election. 
Though the industrial sector forms an incredibly important 
layer of modern society, it doesn’t play a central role in 
our elections, it doesn’t capture the attention of billions 
of people for hours each day, it doesn’t affect the way 
we share information and reason about the world, and 
it doesn’t influence decisions that dictate individual 
opportunity, freedom, and autonomy. The problems to 
be solved with AI in the industrial sector are technical in 
nature, not social, political, or philosophical. Decisions 
made using machine data for machine control aren’t 
fraught with the same ethical complications as decisions 
made using human data for human control. There is an 
obvious difference between a biased dataset that results 
in a batch of misplaced drill-holes and a biased dataset 
that results in a segment of society being systematically 
denied access to credit. Indeed, it is interesting to consider 
whether an algorithm like COMPAS would ever have 
been allowed in American courts had the issue of AI bias 
been discovered in an industrial setting before we began 
developing AI to assist with legal decisions.

When and where harms do occur, the combination 
of objective measures of performance and a beneficial 
incentive structure means that they are likely to be 
quickly detected and remediated. Industrial companies 
are incentivized to closely monitor every aspect of 
their industrial processes, and the company is highly 
incentivized to remedy or remove any application of AI that 
harms this process rather than benefitting it. An AI system 
that results in misplaced drill-holes, reduced efficiency, 
or increased emissions won’t last long. In contrast, it has 
taken years for the subtle yet significant effects of social 
media platforms on mental health to be identified because 
social media platforms are incentivized to monitor and 
maximize user engagement, not user well-being. Now, 

even as these harms have been brought to light, these 
platforms have done little to remedy these harms because 
it is not in their interest to do so. These differences mean 
that the industrial sector is much less likely to present and 
perpetuate the insidious forms of harm associated with the 
current leading applications of AI.

Industrial control systems began to automate starting 
in the 1970s, and most modern industrial control systems 
incorporate a significant degree of automation. In these 
systems, humans have programmed specific automation 
instructions that dictate what operations the system is to 
perform given its current state, essentially saying, “if X, 
then do Y.” Therefore, the application of AI to industrial 
automation builds upon over 50 years of experience 
using algorithms for machine control. The only difference 
between the current automation paradigm and one based 
on AI is that AI is able to learn from massive amounts of 
data generated by industrial systems to optimize these 
control algorithms in real time. Thus, the application of AI 
to the industrial sector represents a difference in degree 
rather than a difference in kind with respect to established 
technological practices. This is important because we 
already have a fairly good idea of the risk profile associated 
with industrial automation and can therefore understand 
and mitigate the risks AI might pose as an extension of 
that risk profile (see section below for further discussion 
of these risks). Furthermore, it means that the industrial 
sector already has a robust legal and regulatory framework 
surrounding issues related to automation, such as data 
ownership and liability. For example, there is a clearly 
defined legal framework for the determination of liability 
in the case of an automated industrial system that causes 
an accident on the factory floor. In contrast, determining 
liability in cases of teen harm caused by social media 
platforms is much trickier—how is fault distributed 

Nature of Potential Harm

Automation Precedent

14 An objective function is used to measure and optimize the performance of an AI system. For example, an AI meant to predict 
equipment failures might take as input various measurements of the equipment to produce an estimate of when the equipment will 
fail. The objective function would capture the difference between predicted times of failure to the actual times of failure, and the AI 
would be adjusted accordingly to minimize the objective function (and therefore maximize the performance of the AI). 

The problems to be solved with AI in the 
industrial sector are technical in nature, 
not social, political, or philosophical. 
Decisions made using machine data for 
machine control aren’t fraught with the 
same ethical complications as decisions 
made using human data for human control. 
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between the parents, the accounts producing harmful 
content, the algorithms that push that content, and the 
platform that hosts it? Because online content hosting 
platforms and the problems they can contribute to are 
relatively new, there is no solid legal framework in place to 
determine liability.

Of course, any application of AI comes with risks. For 
the industrial sector, two risks in particular stand out as 
being of primary concern: disruption of the labor market and 
the introduction of a centralized failure mode into critical 
industries. Fathom5 has thought deeply about these risks 
and believes that they are justified by the potential benefit 
of industrial AI both for the industrial sector specifically and 
for the long-term future of humanity.

Disruption of the labor market as a result of increasing 
automation driven by AI is of chief concern both within the 
industrial sector and as a broader macroeconomic trend. 
Previous waves of automation have disrupted jobs and 
even entire industries, but history has shown time and time 
again that these jobs were ultimately displaced rather than 
eliminated—new markets and industries quickly appeared 
to replace the jobs that were lost, and the labor market 
remained stable (or grew) in the long run [49]. However, 
the concern is that with AI it will be different because 
AI will be able to perform an increasingly wide range of 
complex tasks rather than being limited to unskilled or 
repetitive ones as previous technologies have been, thus 
driving the labor market toward a smaller and smaller 
subset of tasks for which human ability or presence is 
still required. In addressing this concern, it is first worth 
noting that economic measurements through the 2010s 
indicate that “[worries] about widespread disruption of 
the global labor market by AI have been premature” [12]. 
These economic findings are unsurprising given that much 
of the industrial sector is already automated, and the first 
wave of AI will serve to optimize automation that already 
exists. Nevertheless, Fathom5 believes it is likely that with 
continued innovation in AI over the coming decades, these 
worries may eventually be realized. This, we think, is an 
inevitable consequence of technological progress—we will 
eventually be able to make everything we need and more 
with very little labor.15 Indeed, the prospect of a human 

population being free to pursue the goals and passions of 
its choosing with little concern for the essential necessities 
of life is a utopian one.

The question, then, is not how to prevent reduced need 
for labor in the long run but instead how to manage this 
transition in a way that does minimal harm. In the near-
term, Fathom5 believes that the first applications of AI to 
automation should be in those industries for which there is 
the most to be gained, and there is a strong argument to be 
made for the industrial sector as an early adopter of AI-
powered automation. Free same-day delivery of deodorant 
using automated drones is nice, but it is not a necessity. 
Finding a way to provide clean water, food, and energy more 
efficiently to a population of ten billion by 2050 is. In the 
long term, as automation becomes increasingly pervasive 
throughout society and the need for human labor continues 
to decrease, we as a society will need to confront the 
question of how to organize and distribute resources in a 
world where work has become largely obsolete.

Another common concern regarding AI in the industrial 
sector is that it will introduce an additional, centralized 
failure mode for the operation of critical industries. Here, 
the fear is that a malfunction or cyberattack affecting an 
algorithm controlling core functionality in plants across 
a particular industry could cause harm at a societal scale 
by crippling our ability to produce and distribute essential 
goods and services. Imagine the harm that could be done 
if many electric plants across the globe simultaneously 
suffered catastrophic failures. However, Fathom5 believes 
that the risk of these outcomes is not made more likely 
by the addition of AI into the industrial sector and in fact 
can be reduced both directly and indirectly through the 
application of AI.

In the case of algorithmic malfunction, we point out 
that algorithms are already responsible for controlling 
critical industrial operations and have been for many 
decades, yet we have not seen the sort of large-scale 
failure outlined above. This is because the control systems 
deployed in the industrial sector are highly heterogenous, 
even across plants performing the exact same functions. 
Whereas one can write a single program that will perform 
the same function on any computer running Windows, no 
single algorithm can be deployed across plants performing 
a particular industrial function without a significant 
degree of customization for each plant. Therefore, 

Known Risks

Centralized Failure Mode

Labor Market Disruption

15 It is interesting to note that economists as diverse as John Maynard Keynes and Karl Marx recognized nearly a century ago 
that continued gains in productivity would eventually lead to this so-called “age of leisure and abundance.” John Maynard Keynes 
discusses this idea in his Economic Possibilities for our Grandchildren, while Karl Marx discusses these ideas across several works, in 
particular Grundrisse.
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industrial accidents resulting from algorithmic malfunction 
are usually isolated events rather than industry-wide 
occurrences. This is true whether those algorithms are 
based on AI or manually programmed instructions.

The threat of widespread harm caused by cyberattacks 
is much more serious. Even for different algorithms 
designed by different firms, a malicious change to a 
particular input across plants could have disastrous 
consequences. Current industrial control systems are 
based on a design paradigm that was conceived long 
before the advent of the internet. In fact, many of these 
systems were designed before the term “cybersecurity” 
even existed.16 The act of modernizing these systems 
to accommodate and take advantage of AI presents the 
opportunity to simultaneously improve cybersecurity 
as part of the first major overhaul of industrial control 
system architectures in over fifty years. This is central 
to Fathom5’s “security first” approach to industrial 
automation. A modern industrial automation architecture 
must be born of a design philosophy that accounts for 
the potential of malicious actors taking advantage of the 
pervasive connectivity found within modern industrial 
systems. This is to say nothing of the potential of AI to 
monitor and deter cybersecurity threats, many of which 
are themselves increasingly enabled by AI. Therefore, the 
application of AI to the industrial sector, done right, has the 
potential to increase the cybersecurity of trillions of dollars 
in capitalized assets.

The harms outlined above should serve as a 
clarion call for the dangers of applying AI to problem 
domains without appropriate social and technical 
safeguards. Unfortunately, the reality is that 
developing these safeguards is likely to be a gradual 
process that unfolds over decades. In the meantime, 
the innovators that develop these technologies and 
bring them to the world will determine the trajectory 
humanity takes with respect to AI. Therefore, AI 
innovators have a moral imperative to carefully 
consider the implications of their actions—the 
evidence that these technologies can have negative 
consequences at scale is overwhelming, and there is 
no longer any excuse for thoughtlessly applying AI to 
problem domains that are causing widespread harm 
to individuals and our society.

As a company that seeks to benefit rather than 

harm humanity through the development and 
application of AI, Fathom5 has thought deeply about 
how AI can be applied responsibly in the current 
sociotechnical context. This thinking has led us to 
the industrial sector as an ideal sandbox where the 
application of AI can help tackle some of humanity’s 
most critical challenges while posing minimal risk 
of widespread harm to individuals and societal 
institutions. We call on other innovators to do their 
own analysis to determine how their work on AI can 
best benefit humanity. AI is still an industry driven 
by people, and it will flourish wherever the people 
who work on it decide to apply their talents. If you 
are an innovator in the AI space reading this paper, 
you have just been personally implicated in this call 
to action, and your decision as to what to do next will 
determine the trajectory AI takes for years to come.

CONCLUSION

We call on other innovators to do their 
own analysis to determine how their 
work on AI can best benefit humanity. AI 
is still an industry driven by people, and 
it will flourish wherever the people who 
work on it decide to apply their talents.

16 The first recorded use of the term cybersecurity was in 1989 according to [50]
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Military Disclosure
Fathom5 is proud to serve partners across 

the United States Department of Defense to 
demonstrate a technical and conceptual framework 
that ensures AI is developed and applied responsibly 
while achieving national security objectives.  

Of course, there are serious ethical questions 
that arise when developing any technology deployed 
for a military purpose. Throughout our work, we 
apply the same ethical principles laid out in this 
paper – military applications of AI must begin with 
machine data for machine control in domains that 
are not fraught with the same ethical complications 
as military decisions about the use of force. For 
example, we are proud to develop a condition-based 
maintenance platform in support of maximizing 
the value of maintenance funds and extending the 
mean time between failure for industrial systems. 
Similarly, we support recognition of machine 
patterns that support improved identification of 
objects in a military area of operations.  

Regarding matters of national security and the 
maintenance of global stability more broadly, it is 
critical that these questions be approached from a 
pragmatic standpoint. The reality is that malicious 
actors are willing to use all means at their disposal 
to advance authoritarian agendas, as the recent 
Russian invasion of Ukraine demonstrates. Given the 
paradigm shift in operational capabilities that will 
be brought by AI, the United States and our allies 
simply cannot afford to fall behind in AI innovation 
for military applications. Moreover, military 

history in the second half of the 20th century has 
shown that conflict tends to occur when there are 
asymmetries in military capabilities large enough 
to convince one side it can reliably achieve its 
objectives while incurring relatively few losses—this 
is the core principle behind the policy of mutually 
assured destruction that helped humanity avoid 
nuclear war. Indeed, every major military on earth is 
currently making significant investments to develop 
AI for military purposes. As such, global peace is 
most likely to be maintained if the United States 
military is viewed by its adversaries as an opponent 
with robust AI capabilities. 

In an ideal world, AI wouldn’t be developed 
for military applications—but this is not the world 
we live in. Whereas the decision to apply AI in 
the context of business is driven by opportunity, 
the decision to apply AI in the context of national 
defense is driven by necessity. Still, there are 
“sandbox” sectors of the defense sector that allow us 
to apply AI in a pattern recommended in this paper. 
Yet we also acknowledge that the ethical issues that 
arise in military applications of AI are not as clean 
as those in commercial applications. Ultimately, 
however, we believe that the development of AI 
for national defense is ethically justifiable as a 
real-world course of action aligned to our macro 
perspective that seeks to minimize the harm of AI 
in the context of warfare and reflects Fathom5’s 
pragmatic approach to responsible AI.
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