
World’s fastest XGBoost and 
LightGBM inference
6.6 GByte/s inference throughput
Reduction of 70 µs XGBoost software
inference time to 3.3 µs
Xelera Silva is licensed on a per-board basis

High-Speed XGBoost/ LightGBM Inference

High Efficiency

Powered by
AMD Alveo™

Best-in-class Latency

High Integration

Best-in-class-Throughput

Train XGBoost / LightGBM models in 
Python and deploy on AMD accelerator 
platforms

KEY BENEFITS

22M XGBoost / LightGBM inference
throughput per card (typical)
5x throughput boost compared to GPU 
technology

3.3µs XGBoost / LightGBM inference round-trip 
latency (access from software API)
260-650 ns kernel latency

Concurrent execution of multiple 
XGBoost/ LightGBM models on a single 
accelerator

INTRODUCTION
Machine learning based on gradient boosting frameworks such as
XGBoost and LightGBM is increasingly used in many application
domains, such as algorithmic trading systems, recommender systems,
bioscience, or ransomware and DDoS detection systems. Xelera Silva
overcomes the latency drawback or throughput limitations of machine
learning algorithms. It enables users to take advantage of in-loop
machine learning inference with ultra-low latency or to eliminate
throughput bottlenecks. Xelera Silva leverages AMD Alveo accelerator
cards and is available in a latency- and throughput-optimized
accelerator mode.

Facts

ACCELERATOR MODES

Optimized for large batches of samples sent to
the inference engine

Optimized for ultra-low, deterministic 
single-query latency

Throughput-Optimized Latency-Optimized

XGBoost inference: 6.6 GByte/s XGBoost inference: 3.3 µs

Do you want to get more information
about Xelera Silva?
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accelerator

USE CASES FOR ACCELERATOR MODES

Request documentation, detailed benchmark reports or a
demonstration now!

Get started!

software

USE-CASE: HIGH-FREQUENCY TRADING LATENCY-OPTIMIZED MODE
The turn-key accelerator connects to the software-based trading system and offloads the XGBoost/
LightGBM inference to a PCIe-attached AMD Alveo accelerator card (PCIe transfer included in round-
trip latency).

Test model: XGBoost Regression | Number of features: 23 | Number of trees: 1000
Number of levels: 6 | Batch size: 1
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USE CASE: REAL-TIME DATABASE THROUGHPUT-OPTIMIZED MODE
Xelera Silva connects to the data analytics pipeline of a real-time database or instrument. The
accelerator performs XGBoost inference on a 3.9 TB data set in a 10-minutes window.

Test model: XGBoost Multinomial with 5 classes | Number of features: 23 | Number of
trees: 256 Number of levels: 8 | Batch size: 32000
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*smaller is better
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