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Executive summary

Artificial intelligence engines are starting to populate everywhere, with each new model and version seemingly 

offering more powerful and impressive capabilities that can be applied in a variety of fields. One area that has 

been suggested as a good possible use case for AI is writing code, and some models have already proven their 

abilities using a multitude of programming languages.

However, the premise that AI could take over the jobs of human software engineers is overstated. 

While it’s true that the use of AI can help save some time for overworked programmers, the future will likely be 

one where humans and AI work together, with talented personnel entirely in charge of applying critical thinking 

and precision skills that ensure all code is as secure as possible. As such, the ability to write secure code, spot 

vulnerabilities, and establish that applications are as protected as possible long before they ever enter a 

production environment is vital.

 

All of the top AI models operating today have demonstrated critical 
limitations when it comes to advanced programming, not the least of 
which is their tendency to introduce errors and vulnerabilities into the 
code they compile at cracking speed. 

The promise of artificial intelligence writing complex code at the touch 

of a button is intriguing, but the reality is that AI will need a lot of help 

from human developers to craft truly secure and reliable code.

https://www.securecodewarrior.com/
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Introduction 
 
The premise and the promise of artificial intelligence have quickly started to become a reality. The use of 

so-called generative AI, which pairs the massive ingestion of information from all sources with human-led 

corrections and training, has brought about something of an AI renaissance. Where once AI was the sole 

province of high-end government laboratories and futuristic science fiction movies, it is now a technology that 

is making its capabilities available to anyone. For example, the most famous AI in existence right now, OpenAI’s 

ChatGPT, sees millions of users every month visiting its website to task it with everything from explaining why 

the sky is blue to helping make dinner suggestions – complete with recipes for those who want to try their hand 

at cooking something new with the ingredients they have on hand.

While ChatGPT is the most well-known general AI tool right now, there are many others, and quite a few are 

still in development. AI coding companions like GitHub CoPilot, OpenAI Codex, and a growing list of others are 

being introduced in rapid succession. There are even specialty AIs that are designed to perform specific tasks. 

For example, Stable Diffusion Online is used exclusively to generate incredible works of art based on users’ 

descriptions of what they want to see. At the same time, AI Dungeon is the core of a text-based adventure 

universe where players can create and do literally anything while the AI plays along.

In what is one of the most specialty applications for AIs, they are also being used as the brains for various robots 

that serve in fields as diverse as healthcare, education, and entertainment. The AI that drives many robots these 

days is so impressive that people are even starting to view the robots as almost human. In fact, the International 

Telecommunication Union, which is a United Nations agency, recently held a press conference where AI-driven 

robots answered reporter’s questions and talked about what they thought about their future alongside humanity.

With so much emphasis and excitement surrounding AI, it’s no wonder many people and organizations are 

experimenting with setting AI towards even more tasks. One area often mentioned as a good possible fit for 

AI is programming, with a growing number of AIs demonstrating the ability to write applications in a variety of 

languages and frameworks. But while some AIs are undoubtedly able to write code, that is not the entire story.

Play now

How do AI coding assistants introduce 
vulnerabilities? Play our NEW public 
mission and see for yourself! 

https://www.securecodewarrior.com/
https://chat.openai.com/auth/login
https://stablediffusionweb.com/
https://store.steampowered.com/app/1519310/AI_Dungeon/
https://www.nextgov.com/artificial-intelligence/2023/07/what-ai-powered-robots-have-say-about-their-future-humanity/388334/
https://www.marktechpost.com/2023/07/11/top-artificial-intelligence-ai-tools-that-can-generate-code-to-help-programmers/
https://mission.securecodewarrior.com/missions/undefined/ai-awareness


4Why developers need security skills to effectively navigate AI development tools

AI will never replace human developers 
 
With all of the advancements in AI, people in almost every industry are naturally worried that they could be 

replaced by such impressive technology. Visions of employers tasking unpaid AI engines to perform various 

critical business-related tasks while laying off their comparatively expensive human workers is not a completely 

unrealistic idea. Skilled workers in professions as diverse as paralegals, teachers and financial analysts are rightly 

concerned that AI might one day replace them. Even the Hollywood screenwriters’ strike, and the actors’ strike 

that followed, have its roots at least partially in concerns about AI putting humans out of work. 

For example, when OpenAI President and Co-Founder Greg Brockman unveiled the next generation of 

the ChatGPT engine, called ChatGPT-4, in 2023 as part of a widely covered press event, one of the key 

tasks he demonstrated was the new engine’s ability to code. All he had to do was scribble down notes and 

a crude diagram of a website he wanted to create on the back of a cocktail napkin, which was then scanned 

into ChatGPT-4. Less than a minute later, the AI had created and deployed a fully functional, live website 

according to his specifications.  

With demonstrations like that, it’s no wonder that some company executives are probably thinking about a 

future where they don’t need to employ so many human developers. However, the ChatGPT-4 demo does 

not tell the full story. For one, the website created by the AI was extremely simple, with only a single page and 

two input functions. A skilled human software engineer likely could have created it very quickly, while adding 

more advanced features as well. The other caveat is that the demonstration website was likely not made with 

secure coding practices in mind. There is no way to tell if it was created with known vulnerabilities, something 

that a human developer could have considered, especially when consistently trained and applying critical 

thinking in the context of how the site would be used.

But even if a company buys the argument that AI could take on many of the raw coding tasks now performed 

by human developers, that is only one small part of their overall job responsibilities. The recent 2023 Global 

DevSecOps report from GitLab asked developers from around the world to define how much time they spent 

on various tasks in the performance of their jobs. 

Programmers have been tossed into this mix of professionals who are 
concerned about losing their jobs, and many feel especially vulnerable 
given that many companies are commanding AI tools to demonstrate the 
value of their engines by giving them coding tasks.

https://www.securecodewarrior.com/
https://www.businessinsider.com/chatgpt-jobs-at-risk-replacement-artificial-intelligence-ai-labor-trends-2023-02#finance-jobs-financial-analysts-personal-financial-advisors-6
https://www.businessinsider.com/chatgpt-jobs-at-risk-replacement-artificial-intelligence-ai-labor-trends-2023-02#finance-jobs-financial-analysts-personal-financial-advisors-6
https://apnews.com/article/ai-hollywood-writers-strike-artificial-intelligence-dc71c4cabcca0ee1b1afe0050d392a36
https://apnews.com/article/ai-hollywood-writers-strike-artificial-intelligence-dc71c4cabcca0ee1b1afe0050d392a36
https://apnews.com/article/ai-hollywood-writers-strike-artificial-intelligence-dc71c4cabcca0ee1b1afe0050d392a36
https://youtu.be/outcGtbnMuQ
https://www.msn.com/en-us/money/other/ai-coding-is-inescapable-and-here-to-stay-says-gitlab/ar-AA1ghRnV
https://about.gitlab.com/developer-survey/
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Most developers put the time they spent writing code at just 25 percent.  
The rest of their time was filled with:

And it’s not like ChatGPT-4 or other AI engines will be able to entirely eliminate even the 25 percent of a 

developer’s time spent writing code. Even with AI, developers will still need to carefully write detailed prompts 

telling the AI what to do. In a sense, it’s just a different form of programming. Yes, a lot of the legwork can be 

eliminated by having developers work with AI in almost a pair programming scenario, but even in a best-case 

world where the AI can make that part of a developer’s job 50 percent more efficient, that will only equate to 

about a 10 percent time savings overall. 

It's clear that highly sought-after developer jobs are unlikely to be replaced by AI anytime soon. But there are 

also other limitations on what AI can do, with the most critical being its inability to consistently write secure 

code. It is prone to not only adding errors and vulnerabilities into the code it creates, but also repeating the 

same mistakes until someone more security-aware corrects it.

17%

11%

17% 14%
Improving 
existing code

Testing

Meetings and 
administrative tasks

Maintenance

Trying to understand 
what code does

Identifying and 
mitigating security flaws

9% 7%

https://www.securecodewarrior.com/
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The ticking timebomb of unsupervised AI code writing  
 
Many factors go into making an accurate and precise AI, primarily the quality of the data used to train the 

model. That is why AIs working outside of coding sometimes show bias, prejudice, or even outright racism 

against entire groups of people. It’s not that AIs in general are naturally predisposed to prejudice; it’s that 

specific AIs were essentially trained to do so using tainted data.

It's the same way when training an AI for coding tasks. Feeding an AI enough data so that it can, for example, 

learn a complex programming language requires feeding it the code of thousands upon thousands of 

examples so that it can learn how everything works. 

Most AIs are not transparent in their decision-making process, so it’s anyone’s guess whether they start to 

favor using vulnerable code in their mission to complete development tasks. And if it does, you can be sure 

that it will repeat those errors time and time again unless its actions are corrected. That is one of the main 

reasons AIs are prone to generating inaccurate and insecure code.

Even the large language models (LLMs) that are used in the creation of AI tools are also relatively new. As 

such, their use and deployment are subject to some key vulnerabilities – many of which could be transferred 

over to the applications and programs they create when they are tasked with coding applications. These 

inherent issues are just starting to be understood, with the Open Web Application Security Project (OWASP) 

recently releasing its first list of the Top 10 Vulnerabilities found in many LLMs.

There are, unfortunately, a fair number of articles - mostly from companies that are making AI and AI tools - 

that either oversimplify the criticality of the problem, or misrepresent how dangerous the tendency of AI to 

generate insecure code can be once applications are deployed into production environments. 

Unfortunately, the risks associated with the insecure code often generated by AI are not theoretical. One 

of the first studies that looked into this issue was conducted by AI researchers and published by Cornell 

University. It found rampant problems with AI-generated code compared with similar applications written by 

humans who didn’t employ AI. 

Within such a large sample of training data, there are bound to 
be vulnerabilities, errors, and exploitable code upon which the AI 
may base its future decisions, and that is a dangerous window of 
opportunity for a threat actor.

https://www.securecodewarrior.com/
https://www.technologyreview.com/2020/07/17/1005396/predictive-policing-algorithms-racist-dismantled-machine-learning-bias-criminal-justice/
https://www.bbc.com/news/technology-49717378
https://www.infoworld.com/article/3697272/are-large-language-models-wrong-for-coding.html
https://owasp.org/www-project-top-10-for-large-language-model-applications/
https://arxiv.org/abs/2211.03622
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And the number of vulnerabilities included within the AI-generated code was surprising. It included cross-site 

scripting vulnerabilities, susceptibility to code injection attacks, and even new AI-specific vulnerabilities like 

those associated with prompt injection. 

The latest Verizon Data Breach Investigations Report clearly shows a threat landscape that is more 

dangerous than at any other point in history, with the CrowdStrike Global Threat Report painting an equally 

grim picture, highlighting an 82% increase in both data leaks and attacks compared with last year.  

The solution to AI’s code generation challenges:  
Tight partnerships with highly-trained human developers  
 
At Secure Code Warrior, we are not against using AI to help kick-start coding tasks. In fact, having AI assist 

developers with their work is a key component of the future of software development. However, given 

the many limitations of AI when trying to create secure code, the best path forward is establishing a close 

partnership between AI and people. 

It’s perfectly fine to let AI take care of working on all those lines of code – doing the grunt work – which 

will give developers more time for the creative parts of software engineering, in addition to testing and 

improving their applications, scanning them for vulnerabilities, and pre-empting security configuration issues, 

all of which take up a significant amount of time for developers beyond just their coding responsibilities. 

Employing AI in a partnership role with human developers can reap impressive gains in productivity 

and efficiency, but only if developers are highly trained in recognizing secure coding patterns and the 

vulnerabilities associated with insecure code. 

You can be sure that attackers will be ready to pounce on programs 
and applications with vulnerabilities, especially some of the well-known 
examples that AI tools are putting into a lot of the code they generate. 

Bottom line: Attackers don’t care if humans or AI generate vulnerabilities.  
If they are present in the code, attackers will find and exploit them, something that 
every organization needs to avoid.

https://www.securecodewarrior.com/
https://www.verizon.com/business/resources/reports/dbir/2022/introduction/
https://go.crowdstrike.com/global-threat-report-2022.html
https://www.securecodewarrior.com/
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Otherwise, they won’t be able to check the output of their AI partners, and mistakes and vulnerabilities will 

continue to populate, likely at a faster rate than ever before, owing to AI's ability to crank out code, good or 

bad, at breakneck speeds. 

And the good news is that most developers want to learn more about cybersecurity. The recent Secure 

Code Warrior State of Developer Driven Security survey found that the overwhelming majority of software 

engineers saw the value of cybersecurity, even though only eight percent said that creating secure code 

and keeping vulnerabilities out of programs was easy. Most also stressed a willingness to learn more about 

cybersecurity, skills that will be increasingly taxed as they shift from writing all of the code themselves to also 

working with code created by their new AI partners.

The types of skills that are required are so complex that typical check-the-box type training won’t be 

effective in this new world of human and AI partnerships. Instead, organizations must provide developers 

with comprehensive, agile-based training that teaches them how to apply all security best practices to their 

work. By going beyond bare minimum training and offering to give people the resources they need to truly 

understand security, organizations can empower their developers to not only code securely themselves, but 

also to act as the directors and supervisors for their time-saving AI pair programming partners.

Training should also focus on whatever languages developers are likely to encounter within their environments, 

from aging standards that are still in use like COBOL, right up to the most modern, advanced programming 

languages and tools like Google's Go. The training should also be as hands-on as possible, giving developers 

the ability to work with secure code examples as well as to gain access to vulnerabilities that actually exist in 

real environments. Any educational programs need to take into account the different learning styles of those 

who are being trained. For example, programs should embrace auditory, visual, verbal, and hands-on styles 

of instruction so that all developers can better absorb even the most advanced materials. Finally, classes and 

lessons should be presented at whatever pace is most comfortable for individual developers.

All of those elements are part of the pillars of learning set up by Secure Code Warrior to ensure that 

developers can embrace and use secure coding. And those skills will be increasingly important as less-precise 

and error-prone AI assistants start writing large blocks of code, requiring human intervention and contextual 

critical thinking to ensure everything is correct and free from vulnerabilities.

The solution is to train developers in good cybersecurity best practices 
so that they can, in turn, help to train and correct the actions of their new 
AI partners. 

https://www.securecodewarrior.com/
https://discover.securecodewarrior.com/state-of-developer-driven-security-2022.html
https://www.securecodewarrior.com/article/reduce-vulnerabilities-by-half-with-agile-learning
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Conclusion  
 
Artificial intelligence is likely going to become a cornerstone of program and application development in the 

very near future, with AI assistants taking on some of the most mundane day-to-day coding assignments and 

tasks for their human partners. That will save a significant amount of time for always-overworked developers. 

But those gains won’t do much good and could potentially be detrimental to an organization if AI is allowed 

to insert vulnerabilities and errors with impunity.

A better future is available if humans and AI can work together, with humans skilled in secure coding practices 

fully in charge of making sure that all code is as secure as possible, whether it’s created by humans or 

generated by AI coding tools. As such, the ability to write secure code, spot vulnerabilities and ensure that 

applications are protected as much as possible long before they ever enter a production environment will 

become even more critical than it is right now. It will take some work to achieve the best possible results from 

human and AI partnerships, but the rewards are more than worth the effort as we journey towards the bright 

future state of coding excellence.

Please visit Secure Code Warrior for more insights about developer-driven cybersecurity initiatives, 

and learn how SCW can help your organization embrace agile learning principles to better protect your 

applications, company, employees, and customers.

Read more on AI coding assistants and navigating vulnerabilities here, too!

Play now

How do AI coding assistants introduce 
vulnerabilities? Play our NEW public mission and 
get hands-on with a real AI coding scenario.

https://www.securecodewarrior.com/
https://www.securecodewarrior.com/
https://www.securecodewarrior.com/article/deep-dive-navigating-vulnerabilities-generated-by-ai-coding-assistants
https://mission.securecodewarrior.com/missions/undefined/ai-awareness
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About Secure Code Warrior

Secure code learning for today’s developers 

Secure Code Warrior gives your developers the skills to write secure code. Our learning platform is 

the most effective secure coding solution because it uses agile learning methods for developers to 

learn, apply, and retain software security principles. Over 600 enterprises trust Secure Code Warrior 

to implement agile learning security programs, deliver secure software rapidly, and create a culture 

of developer-driven security.

Request a demo

Try Secure Code Warrior for free

Find us on social:

https://www.securecodewarrior.com/
https://www.securecodewarrior.com/request-a-demo
https://www.securecodewarrior.com/request-a-demo
https://portal.securecodewarrior.com/#/trial-signup
https://www.securecodewarrior.com/free-trial
https://www.facebook.com/securecodewarrior
https://www.linkedin.com/company/secure-code-warrior/
https://twitter.com/SecCodeWarrior
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