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Architecture SN . | Digital Neuromorphics
Pillars
Dynamic Dataflow
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BIOLOGY BLUEPRINT

FOR HUMAN

INTELLIGENCE

« Highly connected 3D neurons network
« Computation in network vs ‘CPU’
« Event-based processing upon spike

« Analog processing with infinite resolution

« Communication by ‘one-bit’ spikes
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DIGITAL Digital design and packet-switched connectivity
NEUROMORPHICS > Repeatable, shrinkable, scalable, economic
- Sparsely connected neural networks
Neu romorphlc > Practical in silicon and most algorithms
Technology
Blueprint
for e Valued events instead of spikes
- > Established programming model 'n;(;;fr?;tgn
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SPARSITY As dimensionality of data gets higher, the number of regions
occupied by the same number of data points gets larger -

ANINGIME=E data gets sparser

a) 1D - 4 regions - b) 2D - 16 regions c) 3D - 64 regions
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Sparsity in
Real Data

—@® = active links and activated neurons

DYNAMIC Only process and propagate sparse change events

- Lower system latency

DATAFLOW > Lower power consumption
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Memory Wall or Von Neumann Bottleneck

Bottleneck




IN-MEMORY

COMPUTE

Neuron Mem
[Data]
Synapse Mem
[Configuration]
Event Control
& Generation

Enables
Enables
via
1D [ ersistent
Memory Access Memory Access core counts P
neuron mem

Neuron




AUTONOMOUS

Latency
NAVIGATION

< 20us

Steering control
In dynamic
environments



COGNITIVE
VOICE & VIDEO
ASSISTANT

Understanding of
human speech and
gestures
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Keywords

Latency

< 10us

Hand Gestures

Latency

< lups



GrAl Matter Labs announces ...

GrAlFlow

TensorFlow



GrAIFLOW User Application

«~ Network API Compute API
v - Tensorflow - = IC

- Python/C++

= > Neuron API
=" c Python/C++

Conventional Programming Mapper
& Machine Learning
Direct Network Import

Functional Simulator Code Generation Cor_rll_pile

Integrated Simulator ime
Graphical Editor 0 0—wUTTTossssssssssssssseooooo—oo oo oo oo oo oo
Runtime Support Run

Time




Browse through
hierarchies of
RNN model
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Ju pyter 3- Converting the RNN to a gfgraph g ' '

Mow suppose that we want to convert that Keras RNN into a network th) g
N Ote bOO k (for instance as part of a smart listening device), '

To do so, we will design a couple of functions using the gfgraph AP, thal
D

with RNN
template

el

- e Wanng o

step 1: gfgraph library and guidelines

In [5]: I.i.r|1pt:irt gfgraph as gfg

Gigraph is the low-level AP| that deals with creating neurons, synapses and networks aggregated into a single .gfgraph protobuffed topology that can later
be simulated using a provided set of inputs.

In this notebook, we try and provide you with some good practices and intuitions regarding coding styles and design patterns when using the gfgraph
API. This is only indicative though , so feel free to experiment on your own! In the code here we impose ourselves the following rules:

= we will design a couple of fi i that are to

template:

. Such functions actually return functions themselves, following the

In [ ]: def my function(**kwargs):

My function is not directly applied on input_data, it returns a functor that does.
The functor is parametrized using my function kwargs




 ousmess GrAl Matter Labs

Fabless
Semiconductor

- FOUNDED
2016

San Jose ' Eindhoven

Private

GML_ Gral Matter Labs ©2019 Al rights reserve d.



