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Abstract. In this paper we investigate three different methods for sev-
eral legal document retrieval and entailment tasks; namely, new low com-
plexity pre-trained embeddings, specifically trained on documents in the
legal domain, transformer models and boosting algorithms. Task 1, a
case law retrieval task, utilized a pairwise CatBoost resulting in an F1
score of .04. Task 2, a case law entailment task, utilized a combination
of BM25+, embeddings and natural language inference (NLI) features
winning third place with an F1 of 0.6180. Task 3, a statutory informa-
tion retrieval task, utilized the aforementioned pre-trained embeddings
in combination with TF-IDF features resulting in an F2 score of 0.4546.
Lastly, task 4, a statutory entailment task, utilized BERT embeddings
with XGBoost and achieved an accuracy of 0.5357. Notably, our Task
2 submission was the third best in the competition. Our findings illus-
trate that using legal embeddings and auxiliary linguistic features, such
as NLI, show the most promise for future improvements.
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1 Introduction

Search engines have become the gateway to the internet for both the layman
and the scholar alike [27]. Google, the largest search engine by market share [6],
has become an indispensable tool for academic researchers [36]. However, le-
gal researchers have unique needs that require unique search tools [1]. As the
methods that search engines use to rank results shape how the user interacts
with web content [12], it is critical that legal researchers have access to tools
designed with them in mind. Given the size of corpora that legal researchers
must search through, any methods to increase the efficiency of legal research
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have disruptive potential for the industry [7]. The use of machine learning in the
legal domain has the potential to reduce the amount of time required for legal
research and reasoning [7]. Within tax-i 1, we develop machine learning tools
built with legal researchers in mind, offering specialized search functionalities
such as cross-lingual search.

Two main machine learning applications in the legal domain are entailment
and information retrieval [[7], [35]]. Entailment aims to address the question of
whether a given given proposition is true or false based on a piece of evidence [28].
Machine learning systems can then reason over entailed claims [24]. Information
retrieval involves searching through a corpus of documents and ranking them
according to their relevance to a query [19]. These are only two examples of
how machine learning can disrupt the legal industry through the automation of
costly, yet repetitive tasks [13].

As a means of cultivating research in these domains University of Alberta,
along with a host of co-sponsors, hosts the Competition on Legal Information
Extraction/Entailment (COLIEE). In its current iteration, COLIEE comprises
four tasks. Task one requires identifying the set of cases from a case law corpus
which support the decision of a query case. Given the decision fragment of a case
that is supported by another case, task two aims to discern which paragraph of
the supporting case entail the fragment. Tasks three and four use statutory data
and bar exam questions. Task three involves retrieving statutory articles relevant
to a bar exam question. Task four aims to determine the entailment of a bar exam
question by a set of relevant articles.

1.1 Contributions

Our aims in COLIEE are the following:

– We intend to employ the state of the art natural language processing (NLP)
methods to address the four tasks.

– Second, we address the fact that many state of the art language models
do not transfer well to the legal domain. We do this by training our own
embeddings on legal text.

The rest of the paper is as follows: Section 2 continues with the related work
and Section 3 explains our novel approach with our legal embeddings. Next, in
Section 4, 5, 6, and 7 we will focus on the methodology, experimental set-up and
results for task 1, 2, 3 and 4 respectively. Finally, Section 8 concludes our paper
with possible extensions for our research.

2 Related Work

In this section, we will focus on related research on both legal information re-
trieval and legal entailment. Although both serve different purposes, they can
be addressed using common methods.

1 https://tax-i.deloitte.nl/



Classic information retrieval techniques include BM-25 [23] and TF-IDF [18],
which obtain normalized bag of word representations of a corpus of documents
and a query. The aforementioned are then compared to rank the queried docu-
ments by relevancy. Such practices are common in the legal domain [[14], [10],
[32]].

Richer document representation methods introduced in legal information re-
trieval include, Doc2Vec [16] and more advanced transformer methods [31], such
as BERT [8]. One shortcoming of BERT is that it takes a fixed sequence length
of 512 tokens, which is problematic given the length of legal documents 2. Pre-
vious attempts to address this shortcoming have involved using summarization
tools such as Gensim [25] or trimming sequences to the maximum length [10].
Another downside of out-of-the-box BERT is its inability to generalize to specific
domains due to the fact that it was trained on Wikipedia-like data [11].

BERT can also be used only as means of generating features from text with-
out invoking the entire transformer architecture [8]. Common methods of using
BERT derived features include taking the mean of the last four hidden layers,
taking a weighted sum of the last four hidden layers, or just using the last hid-
den layer [8]. BERT derived features can then be used as input to a separate
model [10].

Both information retrieval and entailment tasks can be configured as classifi-
cation problems through pairwise relevance prediction and binary classification,
respectively. Legal classification problems can be addressed through deep learn-
ing methods. For instance, Chalkidis, Androutsopoulos & Aletras (2019) em-
ployed a Bi-Directional Gated Recurrent Unit with Attention (Bi-GRU-ATT)
model [4] to predict the outcome of European Court of Human Rights (ECHR)
cases. Bi-GRU-ATT models are useful in the legal domain because they are
sensitive to context [3]. Previous COLIEE submissions have illustrated the ef-
fectiveness of encoding entailment inputs into separate Long Term Short Term
Memory (LSTM) models whose combined output is used for binary classifica-
tion [32].

Non deep learning methods can also be used for classification, such as K-
Nearest Neighbor, Random Forest, and boosting algorithms [25]. The downside
of this latter problem framing is that class imbalanced become more common
due to more non-relevant documents; however, tree-based approaches such as
XGBoost [5] or CatBoost [9] tend to handle such imbalances better. XGBoost
is therefore often the model of choice in competitive machine learning environ-
ment [20]. Furthermore, tree based methods can make use of meta information,
such as the date or header, alongside textual features [34].

3 Legal Embeddings

As explained in Section 2, most competitive embedding based models are trained
on a general corpus, such as Wikipedia or (short) stories. However, when applied

2 https://eur-lex.europa.eu/legal-content/NL/ALL/?uri=CELEX%3A61996CJ0349



to legal data, the results fall short. Legal English is different than regular English
with respect to syntax, semantics, vocabulary and morphology, which explains
this shortage in performance [33]. Based on these findings, we trained a legal
FastText model 3 at the start of this year for our own applications within our
intelligent information retrieval system, tax-i. The need for legal embeddings is
verified by recent research that has found that training a legal BERT does aid
in legal-based entailment and question answering [11].

To train our FastText [2] model, we make use of a partition of legal data
that we have available in our tax-i platform. We only use US-related content and
take roughly 1/3rd of this which translates to 1M US cases. We apply the pre-
processing on this as needed by our models (i.e. lowercase, punctuation removal
etc.) and use this during training.

We then use the unsupervised FastText 4 to train embeddings with the legal
data via a skipgram model, training for 4 epochs, 6 threads, no wordngrams, a
300-dimensionality for the word embeddings and all remaining parameters re-
main default. This yields a final loss of around ∼ 0.05. The legal embeddings
resulted in sub-par performance on tasks one and two during initial experimen-
tation; therefore, alternative methods were employed.

Fig. 1. Our legal embeddings visualized for several legal terms in a 2D space with the
use of PCA.

When we visualize different legal terms with our legal embeddings, we can
distinguish related and non-related legal concepts. Our intuition of these words
corresponds with the visualization; we know that legal representatives are impor-
tant when dealing with inheritance and mortgages. We can also observe that a
legal representative and higher statutory agent are more similar than a guardian,

3 We opted for FastText rather than BERT due to limited computational resources.
4 https://github.com/facebookresearch/fastText



which have different roles to a person, showing that these legal embeddings show
an understanding of the legal corpus.

While these short concepts contain rich information in their embeddings, we
have observed that they do not attribute to improved performance in task 1
and 2 compared to task 3 and 4. This is likely due to the fact that, while these
embeddings can be (mathematically) combined, the longer the sequence the less
informative these embeddings become. Since the first two tasks involve large
pieces of text, they struggle to obtain a balanced combination of the separate
word embeddings. Therefore, legal embeddings were not used for task 1 and 2.

4 Task 1: Case Law Information Retrieval

The first task focuses on case law information retrieval where given a case law
document, Q, we want to retrieve relevant case law to this document from a
finite set of candidates S1, S2, ...Sn.

4.1 Methodology

We formulate this retrieval task into a pairwise classification problem meaning,
where each candidate is labeled as relevant or not. We use English case law and
have a fixed amount of candidates per case, namely 200, where the candidates
differ for each base case.

To classify each candidate, we conjoin the query document and a summary of
the candidate case, extracted using either Gensim or regex, to generate TF-IDF
with IDF weight smoothing and absolute word count features using uni- and bi-
grams. These features are then put into a boosting algorithm, either XGBoost [5]
or CatBoost [22], where the latter has shown promising results in text-related
tasks [[26], [29]]. Afterwards, we use precision, recall and the F1 measure to
assess how this model performs by only taking the ones classified as relevant
into account for these measures. That is, we do not take the non-relevant cases
into account to get a proper estimation of the classification in this retrieval task.

4.2 Experimental Setup

We use a 90-10% split on the training data to obtain a training and validation
set. Using absolute counts and TF-IDF features with XGBoost and CatBoost
resulted in F1 scores of 0.37 and 0.54, respectively. As such, we determined the
superior method to be CatBoost with 1500 iterations, a learning rate of 0.1, l2
leaf regularization of 3.5, and depth of 4.

4.3 Results

Among the COLIEE 2020 submissions this year the used method, absolute
counts and TF-IDF into CatBoost, we obtain a test F1 score of 0.0457, where the
top-3 submissions obtain 0.6774 (team cyber), 0.6768 (team cyber) and 0.6682



(team TLIR) in descending order. The difference between the final test results
and the training data test results was due to human error in the method of
document summarization employed. That is, the model was trained on Gensim
summarized documents and the model was evaluated on extracted summary doc-
uments via regular expressions. Applying Gensim summarization to the 2020 test
data resulted in an actual F1 score of .18. The drop in performance is indicative
of overfitting. This can be caused by the use of a pairwise TF-IDF approach
which depends on a shared vocabulary between train and test data. This can be
overcome by using the cosine distance between TF-IDF vectors as a feature. Fur-
thermore, repeated evaluation on the training data showed high variance model
performance with values between 0.43 and 0.54.

5 Task 2: Case Law Entailment

The case law entailment task requires finding an entailing paragraph from a case,
given a base case with a specified fragment. Or put formally: Given a base case,
Q, its entailed fragment, f , and another related case, R, composed of the para-
graph set P = {p1, p2, . . . , pn}, find the paragraph set E = {p1, p2, . . . , pm | pi ∈
P}, such that pi entails f .

5.1 Methodology

The three feature groups are ensembled in a XGBoost classifier in order to predict
the probability of pi entailing f . XGBoost was chosen for the same reason that it
is often the model of choice in competitive machine learning environments: it is
robust to the curse of dimensionality, is performs feature selection automatically,
and is capable of generating rich feature representations [20].

The feature groups are classical features, embedding similarity and Natural
Language Inference (NLI).

Feature Group 1 - Classical Features These consist of classical word fea-
tures, such as length of the paragraph pi, place of paragraph within the article,
count of overlapping words between f and pi and a BM-25 ranking.

Feature Group 2 - Embedding Similarity This consists of the similarity of
the means of three different word-embeddings: RoBERTa [17], BERT [8] and a
fine-tuned version of the latter all uncased on the COLIEE 2020 training data.
As a similarity measure between the embedded pi and the embedded f , we use
the cosine similarity.

Feature Group 3 - Natural Language Inference NLI is the task of de-
termining whether two statements entail or contradict each other. Ideally this
would be done utilizing a fine-tuned model for the legal domain. However, due
to the training and validation time constraints, we use the pre-trained BERT
NLI model.



Ensemble model The previous mentioned feature groups are all min-max nor-
malized over all paragraphs in each related case R. Predictions are the prob-
abilistic output of a XGBoost classifier. For every base case Q, we check how
many paragraphs pi of related case R are predicted to be entailing fragment f .
If no paragraphs are found for a base case, the algorithm picks the one with the
highest probabilistic outcome (albeit it with a low probability). If more than two
are predicted, only the two with the highest scores are allowed in the submitted
results.

5.2 Experimental Setup

After experimentation it was found that fine-tuned BERT embeddings provided
the best performing similarity measure for feature group 2. As such, all ap-
proaches used fine-tuned BERT embeddings for feature group 2 and fed features
into an XGBoost classifier. The three different approaches based on the afore-
mentioned feature groups were the following. The Feature Importance approach
used only features deemed important by analysing xgboost feature weights. The
XGBoost approach used all features with a grid search hyperparameter tuning.
Finally, the XGBoost Bayesian used all features with bayesian optimization hy-
perparameter tuning. We cross validate the training set with five folds, and our
results can be found in Table 1. It is evident that we try to optimize precision
over recall for more precise results.

Approach Precision Recall F1

Feature Importance 0.5990 0.5800 0.5855
XGBoost 0.6168 0.5855 0.5984

XGBoost Bayesian 0.7054 0.4785 0.5674

Table 1. Validation results of the models for task 2 using 5-fold cross validation.

5.3 Results

Applying the previous mentioned models on the official COLIEE 2020 test set,
we get the results as described in Table 2. All of the models achieve F1 scores
high enough for the top seven submissions this year. Using Bayesian tuning, we
obtain the best results from our own submissions and obtain third place, showing
the importance of proper tuning.

Analysis Upon further analysis of the features, we can see that using the most
important features is necessary, but not sufficient for state-of-the-art results.
Furthermore, grid search hyperparameter tuning improves performance, but not
as much as Bayesian optimization methods.



Team F1

JNLP BMWT 0.6753
JNLP BMW 0.6222

TAXI XGBoost Bayesian 0.6180
TLIR 0.6154

JNLP WT 0.6094
TAXI XGBoost 0.5992

TAXI Feature Importance 0.5917

Table 2. The top seven F1 scores of COLIEE 2020 task 2.

Upon inspecting the test result data and XGBoost Bayesian predictions, we
found the following to be true. The model performs better on longer candidate
paragraphs. The average paragraph lengths for correctly and incorrectly pre-
dicted examples were 108 and 91 tokens, respectively. This suggests that the
longer the paragraph the more BERT is capable of comparing contextual infor-
mation. With respect to shared vocabulary, the model seems to perform better
when shared vocabulary is slightly higher. The count of number of shared tokens
in correctly and incorrectly predicted examples were 122 and 111, respectively.
It appears that word level similarity increases the similarity between paragraphs
in embeddings as well.

6 Task 3: Statute Law Information Retrieval

The statue law information retrieval task focuses on finding relevant articles
S1, S2, ..SN from the complete Japanese Civil Code to a legal bar exam question
Q, such that the use of these articles in combination with the exam question
would yield entailment or not. We use the English version of this data, which is
the translated version of the original Japanese dataset.

6.1 Methodology

We will use three different approaches to generate a feature embedding for each
bar exam question and all articles. These are then compared and ranked using
cosine similarity. We then always return the most similar article, and any ad-
ditional ones based on the difference δ between the previously retrieved article
and the next most similar article. If that difference is below a certain threshold
H, we continue to return more articles until either the threshold is exceeded or
a maximum amount of retrieved articles R is found. To evaluate our models, we
use the macro-average of precision, recall and the F-2 measure, where the latter
is chosen due to the higher importance of recall.

Approach 1 - TF-IDF Vectors This feature approach, which is based on last
year’s winner [15], is TF-IDF with IDF weight smoothing. We generate TF-IDF



vectors for each article and bar exam question, containing the relative frequency
of each word in a given vocabulary.

Approach 2 - Legal Embeddings The other approach is based on our legal
embeddings, discussed in Section 3. Embeddings have been proven to capture
context, whereas a simple word approach as TF-IDF does not, hence the choice
of using embeddings as well. For all the articles and bar exam questions, we
generate a legal question/article embedding by finding the legal embeddings for
its words and take the average for the final representation.

Approach 3 - Combination Given that the earlier mentioned approaches
have their own shortcomings as well as strengths, we propose another approach
to combine the best of both. We use both approaches separately and combine
their top 100 retrieved articles and re-evaluate the order with the same ranking
mechanism as explained before.

6.2 Experimental Setup

Since each of these approaches has parameters to tune, we use a grid search
method to find the best parameters via the hold out validation set. This yields
for the TF-IDF implementation a maximum amount of 3 retrieved articles and a
δ = 0.007 which results in a larger recall over precision. For the legal embedding
approach we set a maximum amount of 4 retrieved articles and δ = 0.007. Lastly,
for the combined model, the maximum amount of retrieved articles is 4 and δ =
0.015. Moreover, the embeddings use lowercasing, punctuation removal, stopword
removal and number to text conversion. For the TF-IDF, we keep casing, do not
remove punctuation, use number to text conversion, keep stopwords and use
both uni- and bigrams.

We split our training data into a train and validation set to obtain intermedi-
ate results as well as having interpretable numbers during hyper-tuning and use
600 examples for training and 96 for validation. These results are shown in Table
3, where we can observe that recall is indeed larger. Critically, the combination
of the two features show a more balanced precision and a larger recall.

Approach Precision Recall F2

TF-IDF 0.5130 0.5217 0.5117
LE 0.3823 0.5382 0.4490

Combination 0.4790 0.5660 0.5161

Table 3. Validation results of the models for task 3, where LE stands for the legal
embedding approach.



6.3 Results

When evaluating our models against other COLIEE 2020 participants on the test
set, we get the results mentioned in Table 4. Our legal embeddings on their own
do not cover enough semantics and context to obtain sufficient performance;
however, in combination with TF-IDF they do boost the recall significantly,
showing that they have promising prospects.

Team Precision Recall F2 MAP R@5 R@10 R@30

LLNTU 0.6875 0.6622 0.6587 0.7604 0.8071 0.8571 0.9214
JNLP.tfidf-bert-ensemble 0.5766 0.5670 0.5532 0.6618 0.6857 0.7143 0.7786

cyber1 0.5058 0.5536 0.5290 0.5540 0.5500 0.6929 0.8000
TAXI R3 0.4393 0.5089 0.4546 0.5057 0.5714 0.6143 0.6786
TAXI R1 0.4435 0.4152 0.4112 0.4883 0.5857 0.6214 0.7214
TAXI R2 0.2872 0.4182 0.3400 0.3741 0.3786 0.4214 0.5643

Table 4. Quantitative results on task 3 by the top-3 participants on COLIEE 2020
and our three submissions. R1, R2 and R3 stand for the TF-IDF, Legal Embedding
and combination approach respectively.

Analysis

Training Statistics When we evaluate the cosine similarities values between the
bar exam questions and all possible articles, we can see a clear difference in
their similarity values, which is shown in Table 5. The TF-IDF similarity values
indicate a large difference between relevant and non-relevant articles compared
to a bar exam question. However, there is a large standard deviation among
relevant articles, indicating that some relevant articles to bar exam questions
are not found by TF-IDF which are found by our legal embeddings.

Approach Relevant Non-relevant

TF-IDF 0.1651± 0.1629 0.0092± 0.0184
LE 0.9264± 0.0436 0.8754± 0.0437

Table 5. Mean cosine similarity value ± their standard deviation for relevant and
non-relevant articles to the bar exam questions on the training data with both feature
methods.

Strengths & Shortcomings When we manually evaluate the performance of both
the TF-IDF and legal embeddings on a few test examples, we can see a clear



difference in their strengths and shortcomings. TF-IDF tends to work quite well
on finding relevant articles to bar exam questions when the vocabulary used is the
same. However, our legal embeddings also find the correct relevant articles to a
bar exam question even without shared vocabulary between them. For example,
it has learned that a higher statutory agent can also be a legal representative,
which gives us a good indication that these embeddings are essential for improved
text comparison.

7 Task 4: Statute Law Entailment

The statue law entailment task requires determining whether a legal bar exam
question, Q, is entailed in the text of a set of articles, S1, S2, ...SN relevant to
Q. Entailment is taken to mean whether Q is true or false given the content
of S1, S2, ...SN . This was done in two ways: using a BERT-XGBoost combina-
tion and using the legal embeddings with a Bi-GRU. The former is inspired by
the previous 2019 COLIEE submission of Gain and colleagues (2019) for the
purposes of bench-marking the latter.

7.1 Methodology

BERT-XGBoost Combination For each example, the set of articles S were
concatenated to each other, then to the question, Q, with a separator token, and
summarized with Gensim if necessary. The last hidden layers of the BERT base
cased model were then input to XGBoost.

Legal Embeddings Bi-GRU For each example, the set of articles S were
concatenated to each other and then to the question, Q, with a separator token.
Stop words were not removed as they contain important information regarding
negation and affirmation. The tokenized and padded data was then fed to the
Bi-GRU.

7.2 Experimental Setup

XGBoost, was then hyperparameter tuned using five-fold cross validation and
Bayesian optimisation methods. The hyperparameters tuned were the following:
subsample; the amount of training data to be used per sample, max depth; the
maximum tree depth, eta; the learning rate, colsample by level; the subsample
ratio per tree used when making a level, and colsample by tree; the subsample
ratio per column used when making a tree. Resulting values are .60, 4, .50, .34,
.98, respectively. The tuned model was evaluated on a hold out validation set of
20% of the data yielding an average precision, recall and F1 of .63.

Initial experiments found that the Bi-GRU-ATT used in previous legal pre-
diction tasks [3] has too many parameters for such a small dataset. Therefore,
we used only one GRU layer and removed the attention. Due to time constraints
the model was not fully hyperparameter tuned. The resulting precision, recall,
accuracy and F1 on the test set were .59, .58, .58, .56, respectively.



7.3 Results

The results of our two submissions, taxi BERTXGB and taxi le brigru, can be
found in Table 6 alongside the top three wining submissions. The former an-
swered 60 questions correct with an accuracy of 0.5357 and the latter answered
57 questions correct with an accuracy of 0.5089.

Model Number Correct Accuracy

JNLP.BERTLaw 81 0.7232
TRC3mt 70 0.6250
TRC3t5 70 0.6250
taxi BERTXGB 60 0.5357
taxi le bigru 57 0.5089

Table 6. The top three performing models of COLIEE 2020 task 4 along with our two
submissions.

Analysis By using TF-IDF cosine similarity as a measure of shared vocabulary
we can elucidate both models’ strengths and shortcomings.

The necessity of shared vocabulary for the BERTXGB implementation is
evident in the similarity difference between correctly and incorrectly predicted
labels, 0.4252 and 0.3429, respectively. However, BERTXGB was not competitive
with the top performing submissions. This is likely due to the fact that BERT
cased has not been trained on legal text.

The shortcomings of the Bi-GRU model are less explicit, as the TF-IDF
cosine similarity is actually higher in the incorrectly predicted labels than in the
correctly predicted labels. Indeed, the Bi-GRU implementation was not much
better than random chance.

8 Conclusion

In this paper, we propose several approaches to both legal information retrieval
and entailment. For task 1, the case law retrieval task, we use CatBoost with
both absolute word counts and TF-IDF features obtaining a F1 score of 0.04.
The second task, the case law entailment task, makes use of Information Re-
trieval features such as BM-25, NLI probabilities and fine-tuned embeddings.
This model achieves a F1 score of 0.6180, while also achieving third place in
the competition. The third task, the statutory information retrieval task, uti-
lizes pre-trained legal embeddings in combination with TF-IDF obtaining a F2
of 0.4546. Lastly, task 4, the statutory entailment task, achieves an accuracy of
0.5357 with BERT embeddings into XGBoost.



The use of extra linguistic features, such as NLI, have been shown to be
important and useful to obtain better and state-of-the-art performance. More-
over, we showed that even though the current legal embeddings are not state-
of-the-art, they do indicate an understanding of legal terms that is necessary for
obtaining better performance.

Both this and earlier years do show that on average scores on the Japanese
data is higher than the English one. Since both languages differ much in seman-
tic and structural properties, it would be worth checking whether the Japanese
text contains richer token information to expand to multilingual models. Opera-
tionally, we could have better shared methodologies across similar tasks. Sharing
of best practices could have no only prevented the human error, but also lead to
improved performance across the board.

Future research will involve re-training the legal embeddings using a contex-
tually sensitive model such as BERT for a deeper understanding of legal nuance,
and focusing on a more precise low complexity model to transform the rich word
legal embeddings to rich legal document representations. Furthermore, we see
future opportunities in the addition of new tasks to the competition given our
perspective as one of the few participants from the private sector. First, there is
industry demand for argumentation mining systems capable of performing the
following sub-tasks: extraction from unstructured text, type classification, and
relation identification. There is currently only one dataset containing annotated
legal argumentation structures [30]. Second, there is industry demand for func-
tionality to score the complexity of legal documents to estimate the difficulty of
taking on a case. The European Court of Human Rights ascribes an importance
level to each case in the meta data which can be used as a proxy for a complexity
label [21].
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