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Ratings are an essential criterion for evaluating the quality of movies and a critical indicator of whether
a customer would watch a movie. Therefore, an important related research challenge is to predict the
rating of a movie before it is released in cinema or even before it is produced. Many existing approaches

zﬁﬂcos fail to address this challenge because they predict movie ratings based on post-production factors such
41A10 as review comments from social media. Consequently, they are generally inapplicable until a movie has
65D05 been released for a certain period of time when a sufficient number of review comments have become
65D17 available. In this paper, we propose a regression model based on generative convolutional neural net-

works for movie rating prediction. Instead of post-production factors widely used by previous work, this
Keywaords: model learns from movies' intrinsic pillars such as genres, budget, cast, director and plot information,

Generative convolutional neural network

. - which are obtainable before the production of movies. In particular, the model explores the correlations
Rating Prediction

between the rating of a movie and its intrinsic attributes to predict its rating. The results can serve as a
reference for investors and movie studios to determine an optimal portfolio for movie production and a
guidance to the interested users to choose the movie to watch. Extensive experiments on a real dataset
are benchmarked against a set of baselines and state of the art approaches. The results demonstrate the
effectiveness of our approach. The proposed model is also general to be extended to handle other predic-
tion tasks.

© 2018 Elsevier B.V. All rights reserved.

Many existing approaches for object (e.g., movie) rating predic-
tion are specific to a single user [2,4,10,20,23-25]. Thus, they are

1. Introduction

Movies have been an important source for daily recreation in
the modern society and have gained increasing popularity in re-
cent years due to the introduction of wider screen and iMAX.
Nowadays, more than 4,000 movies are produced globally each
year and America itself produces over 700 movies annually.! These
movies are widely discussed on social media and rated on various
movie-rating websites. Those ratings are indicative of many impor-
tant performance metrics of movies, such as the prospective sizes
of the audience and potential box office revenue of the movies.2
This makes it important to predict the ratings of movies to foresee
their performances and to adjust their production and propagation
plans.

* Corresponding author,
E-mail addresses: xiaodong.ning@ad.unsw.edu.au, z5122770@student.unsw.edu.au
(X. Ning).
U http://www.mpaa.org/wp-content/uploads/2016/04/MPAA-Theatrical-Market-
Statistics-2015_Final.pdf.
2 http://collider.com/box-office- reviews-statistics/.
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unsuitable for predicting the ratings of a movie from the public.

Some other research focus on qualitative assessment of each
movie instead of predicting a specific rating. For example, Tan et al.
[19] classify the movies into three categories:good, average, and
bad depending on its rating in the Internet Movie Database (IMDB).
The authors try to utilize the movie’s structure to predict the final
performance of movie. Their experimental results show it indeed
exist a correlation between movie structure and movie perceived
rating. Kabinsingha et al. [8] classify the movies into:PG, PG-13 and
R. The authors utilize various attributes of movies to predict the
movie rating categories. However, these qualitative assessment can
not provide accurate and meaningful ratings of movies.

In view of this deficiency, we focus on predicting the cohort
review ratings for the movies. An effective cohort rating predic-
tion not only provides people with an intuition of how a movie
is worth watching but also helps movie makers make wise deci-
sions on choosing the most promising combination of resources
such as directors, actors, and movie plots for the movie pro-
duction. Generally, the earlier we can predict the rating of a
movie, the more valuable information can be provided to guide the
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movie makers. Although there are several previous research efforts
[12,16,18,21] on cohort rating prediction for movies, products, or
services, most of them predict movies rating based on the word
of mouth(WOM), such as the tweets contents, review comments
of movies on websites(IMDB, Rotten Tomatoes, etc). Some typical
examples include: Liu et al. [12] develop a movie-rating system
which predicts movie rating based on the sentiment of review-
summarization. They collected the movie reviews from Internet
Blogs that do not consist of any rating information. Sentiment
analysis is performed to determine the semantic orientation of the
reviews and movie-rating score is based on the sentiment-analysis
result.; Wijaya and Bressan [21] adopt the idea of random walk us-
ing PageRank to rank movies according to the opinions expressed
in their online textual reviews. In particular, they first construct
a sentiment graph from the collocation of adjectives, followed by
computing the semantic orientation scores using PageRank algo-
rithm; finally, they aggregate the semantic orientation scores of
adjectives in all the reviews of a movie to compute the final rat-
ing. Schmit and Wubben [18] also tries to predict movie ratings
using the content of tweets. They apply unigrams, bigrams, tri-
grams and combinations of these n-grams of twitter content and
then transform them into TE-IDF vectors which is the feature. Then
they apply different machine learning algorithms for rating predic-
tion. Similar to Schmit and Wubben [18], Oghina et al. [16] pre-
dict IMDb movie ratings and consider two sets of features: surface
and textual features. The surface feature is gained by capturing the
amount of activity around a movie title which is called as quanti-
tative indicators. For the textual features, they assume that no so-
cial media signal is isolated and use data from multiple channels
that are linked to a particular movie, such as tweets from Twit-
ter and comments from YouTube. The experimental results show
their work is able to rate movies very close to the observed val-
ues. Different from the above work, Navarathna et al. [13] proposes
a novel method of representing audience behavior through facial
and body motions from a single video stream. The method then
uses these features to predict the rating for feature-length movies.
The limitation of methods of this category is that, both the review
comments and audience behavior used in the above research are
only available after the movies have been released for a certain
period of time. It does not make sense for movie producers to
predict movie rating after the release of a movie. The most sim-
ilar worker to ours is proposed by Hsu et al. [5], who proposes
to predict movie ratings with IMDB attributes. However, the train-
ing samples used in the experiments are much larger in number
than the testing samples (the ratio of the two types of samples
is approximately 22.5:1). This makes the experimental results not
convincing enough.

In view of the deficiencies of existing efforts, we propose a re-
gression approach based on generative convolutional neural net-
works for predicting movie ratings at early stages of movie pro-
duction. The predicted results can therefore be used to guide
movie makers on their movie production plans, as well as to guide
the potential audience to choose the high-quality and welcomed
movies. Our model consists of three main components: artificial
feature generator, artificial label generator, and discriminator. The
former two generators create new samples to make up for the
likely case of lack of training samples while the discriminator is a
one-dimensional convolutional neural network which captures the
complex relationships between different features to make accurate
rating predictions. Our contributions are listed as follows:

* We design a set of high-quality intrinsic features to characterize
various aspects of a movie such as genres, budget, release date,
historical information of cast and director, and plot topics. All
these aspects of information can be extracted at a very early
stage before a movie is released.

« We propose an effective regression model based on generative
convolutional neural networks for predicting movie ratings. Our
model also includes a solution to the problem of insufficient
training samples.

e The experimental results on a real IMDB dataset show that
our model outperforms a series of baselines and state of the
art methods with an improvement of 9.3% in MSE and 7.6% in
Hit ratio, respectively. Furthermore, we also conduct ablation
study which confirms the effectiveness of the components in
our model.

The rest of this paper is organized as follows. Section 2 presents
the methodology of our approach. Section 3 details the experimen-
tal settings, baseline methods and comparison results. Finally, con-
clusion and future are presented in Section 4.

2. Methodology

In this Section, we illustrate the feature extraction (Section 2.1),
detail the feature transformation process (Section 2.2), and finally,
present our model structure (Section 2.3).

2.1. Feature extraction

There are various feature selection methods in previous work
[26,27]. However, they are not very suitable in out case. In this
context, we extract several types of features for movie rating pre-
diction:

2.1.1. Numerical features

According to the previous study?, the popularity of the direc-
tor and actors can play an important role in the final rating of a
movie. Thus we extract the Facebook likes of the director, top three
leading actors (here we choose three as we assume the three lead-
ing actors can influence the quality of movie) and the cast of each
movie in our dataset. Additionally, we assume the history rating
and box office of director and top three leading actors can signifi-
cantly influence the final rating of a movie. In this context, we ex-
tract the history ratings and box office for the director and leading
actors of the current movie from the previous movies they par-
ticipated in. Then, we calculate the average historical ratings and
box office of director and leading actors for the current movie. Be-
sides the above features, the budget is another dominant factor in
a movie’s quality, which can, in turn, influence the final rating. So
we add it as another feature. Additionally, we also take the dura-
tion of each movie into account. In case of the missing values, we
fill them with the median values of their respective feature. Totally,
the numerical features add up to a 15-dimensional vector.

2.1.2. Categorical features

In preparation of the categorical features, we list all the vari-
ables that appear in each feature in the dataset and represent the
occurrence of each variable in a bitmap. Previous studies? show
that genres of movies are associated closely with their final rat-
ings. Therefore, we collect total 21 genres occurring in the movies
including ‘Sci-Fi’, ‘Crime’, ‘Comedy’, ‘Thriller’, ‘Drama’, etc. For each
genre feature, we assign 1 to the genre to which the movie be-
longs and otherwise 0. It is notable that one movie can belong to
several genres. The MPAA rating designated to classify movies with
regard to suitability for audiences in terms of issues such as sex,
violence, substance abuse, profanity, impudence or other types of
mature content. It is also assumed to be a useful index for the final

3 https://nycdatascience.com/blog/student-works/web- scraping/
movie-rating- prediction/.
4 http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0136083.

nition Letters (2018), https://doi.org/10.1016/j.patrec.2018.07.028

Please cite this article as: X. Ning et al., Rating prediction via generative convolutional neural networks based regression, Pattern Recog-




JID: PATREC

[m5G;August 4, 2018;16:6]

X. Ning et al./Pattern Recognition Letters 000 (2018) 1-9 3

movie rating. Therefore, we also take the MPAA rating of movies
into account. There are totally five categories of MPAA ratings: R,
PG-13, PG, G and NC-17. We transform the five categories into 1-5
categorical features. One movie can belong to only one MPAA rat-
ing category. Specially, we also add the release date as a feature
and split it into a three-dimensional vector composed by weekday
(we transform the day into specific weekday which is meaningful),
month and year. In this section, we get a 29-dimensional vector
totally.

2.1.3. Topical features

We use the ‘Bag of words' representation, which is commonly
used in natural language processing, to characterize movie plots.
The plot description of each movie generally contains 200 to 300
words for the IMDB dataset. We first eliminate the stop words,
meaningless words, and numbers, and then perform stemming
(here we utilize PorterStemmer®) to transform each word to its
simplest form. Finally, we construct a word-document matrix by
tabulating the words which occur in one or more movies plots. The
importance of each word is defined by a TF-IDF weighting scheme
as follows:

d;

[,':EXN,'

where d; is the number of movie plots that contain the ith word,
D denotes the total number of movies, and N; is the total times of
occurrence of the ith word across all the movies. It is notable that
To eliminate the low important words, we keep only the top 5,000
most important words in a data-driven manner and perform the
latent Dirichlet allocation (LDA) to extract the latent topics from
movies. We set the topic number to its empirically optimal value
of 25.
Finally, we get a 69-dimensional feature vector.

2.2. Feature transformation

After the above steps, we get a 69-dimensional feature vec-
tor. As the values of each feature may fall in significantly different
ranges, we normalize each feature by the following equation:

Feature;(j) (1)
(Max(Feature;) — Min(Feature;)

where Nomfeature;(j) denotes the normalized the ith feature
from the jth sample; Feature;(j) denote the original feature; Max
(Feature;) denotes the maximum ith feature value from all the sam-
ples; Min (Feature;) denotes the minimum ith feature value from
all the samples;

After normalization, the values of all the features fall into range
0-1. Then we feed the normalized feature into an unsupervised
auto-encoder network, which we use to reduce the dimensions of
feature and capture the complex relationships between features.
We choose the commonly used base auto-encoder structure: one
input layer, one hidden layer, and one output layer. The hidden
layer learns to encode the input feature vector whilst the output
layer learns to decode it and the hidden layer produces the final
feature vector. Suppose X is the input feature vector and X' is the
reconstructed feature vector. The dimensions of them is the same.
The process goes as follows:

X' = Decode(Encode(X)) (2)

The objective of auto-encoder(AE) is to minimize the reconstruc-
tion error between the input value X and the reconstructed value
X.

L = Min[|(X = X")|[p (3)

Nom feature;(j) =

5 http://www.nltk.org/howto/stem.html.

In our AE model, we set the dimensions of the hidden layer as 50,
learning rate as 0.005, training epochs as 1500. After the feature
transformation, we finally get a 50-dimensional feature vector.

2.3. Model learning

Deep learning has been proven to achieve promising perfor-
mance in various domains such as image processing [11] and
speech recognition [22], thanks to its ability to model high-level
representations and capture complex relationships of data via a
stacking multi-layered architecture. Among the deep learning tech-
niques, Convolutional Neural Network(CNN) has been recently ex-
tended to combine the complex relationships of different kinds of
features in many other areas [14,15]. Owing to the capability of
CNN, we decide to utilize the one dimensional convolutional neu-
ral network(1D-CNN) in our model as our feature is one dimen-
sional vector. Generally speaking, the performance of deep learn-
ing technique significantly relies on the number of training sam-
ples. In other words, increasing the number of training samples is
an effective method to improve the final performance. As in our
work, the total amount of movies from IMDB dataset is not very
large while some of them lack important statistical information
which makes matter worse. In this context, the available training
samples are limited for training an accurate prediction network.
In order to increase the number of samples, we propose a regres-
sion model based on generative convolutional neural networks to
generate artificial samples and to combine them with real sam-
ples to co-train the entire network. The overall structure is shown
in Fig. 1. From the figure, we can find that our model consists of
three components: artificial feature generator(noted as G;), artifi-
cial label generator(noted as G;) and discriminator. We introduce
the three components as follows.

2.3.1. Artificial feature generator G

The artificial feature generator Gy has two layers and is used
to generate the artificial features. Firstly, we initialize Nseed seed
vectors with Lseed length. Each point in the seed vector is gener-
ated randomly from range O-1. Then, the seed vector is fed into
the two fully-connection layers (the neurons in each layer are N1
and 50). We apply Relu (Rectified Linear Units) activation func-
tion on the dot product results generated from each layer. Then we
take the first fully-connection layer as an example to show the de-
tails of the fully-connected layer and relu function in the equation.
Vs denotes the seed vector; W1 denotes the weight matrix with
shape (N1 x Lseed); B1 denotes the bias vector with N1 length; Out-
put(N1) denotes the output vector of this layer.

Output(N1) = W1 x Vs + B1 (4)

Via the two fully connected layers, the random seed vector will be
transformed into a 50-dimensional vector (the length is same as
the real feature vector).

2.3.2. Artificial label generator G,

As the generated artificial features from G; require ratings, we
design an artificial label generator G, to generate the correspond-
ing ratings for them. As the artificial feature vector and real feature
vector share the same dimensions, we decide to apply the K near-
est neighbors regression to label the artificial samples using the
real training samples. The distance between artificial samples and
real samples are calculated in euclidean distance. We describe the
details in the Eq. (5), where D; denotes the distance between ith
artificial sample and jth real sample; N denotes the length of fea-
ture(50 in our work); Fj, denotes kth feature value of ith artificial
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Fig. 1. Generative convolutional neural networks based regression model.

sample; Fy denotes kth feature value of jth real sample;

N (Fx = Fp) %2
Dij=Y" Tj (5)
k=1
After calculating the distances, we apply KNN regression to calcu-
late the ratings for artificial samples. We describe the details of
the process in Eq. (6), where Artificialrating; denotes the generated
rating of the ith artificial feature; K denotes the top K nearest real
features to the ith artificial feature; Dy denotes the distance be-
tween ith artificial sample and jth nearest real sample; R; denotes
the rating of jth nearest real sample
K
Artificialrating; = w (6)
2 i1 Dij

2.3.3. Discriminator

Via the generator Gy and G,, we get a series of artificial sam-
ples with feature and label. After generating the artificial samples,
we then feed them with the real samples into the discriminator.
The discriminator is actually a one-dimensional CNN based regres-
sion network that consists of four layers: one convolutional layer,
a max pooling layer, and two fully-connected layers. The convolu-
tional layer in discriminator takes a set of Fn independent filters
and slides them over the whole feature vector with stride size Fs
and filter length Fl. Along the way, the dot product is taken be-
tween the filters and chunks of the input feature. Then we apply
Relu (Leaky Rectified Linear Units) activation function on the dot
product results generated from filters to add the nonlinear rela-
tionship into the network and help to alleviate the vanishing gra-
dient problem. Filters are used to generate the feature vectors in
each filter length. The same padding is used by the convolutional
layer to keep the output remain the same size as the input. In this
way, the original feature vector is projected into a stack of fea-
ture maps (vector maps in our work). We show the details con-
volutional and relu function in Egs. (7) and (8) respectively, where
Conv;(j) denotes the jth convolutional output from the ith filter and
input vector I (50 dimensional vector in our discriminator); F; de-
notes the ith filter vector; Convrelu;(j) denotes the relu function re-

sult of the Conv;(j).
Convi(j) =1I[j*Fs, (j*Fs+FI)]«FE (7)

Convrelu;(j) = Max(0, Conv;(j)) (8)

The multiple filters in convolutional layers can be updated au-
tomatically via the evolution of the network. Following the convo-
lutional layer, we add one max-pooling layer with max-filter length
Pl and stride size Ps. Similar to previous part, we show the details
of max-pooling layer in Eq. (9), where Max (i, j) denotes the jth
max-pooling output from the ith convolutional layer output with
Relu Convrelu;.

Max(i, j) = Max(Convrelu;[j « Ps, (j + Ps + P1)]) (9)

The convolved and max-pooled feature vectors will be unfolded
and fed into two fully-connected layers (the neurons in each layer
are N3 and 1) with dropout probability (Kp) applied for the high-
level reasoning.

Neurons in each fully-connected layer have full connections to
all activations in the previous layer in regular Neural Networks.
Their activations can, therefore, be computed using matrix multi-
plication followed by a bias offset. Finally, the initial feature vector
is transformed and projected into one dimensional value via the
second fully connected layer. The one-dimensional value generated
from the final layer is the predictive rating.

The objective of our model is to predict the label as a continu-
ous value instead of a class, so the commonly used cross entropy
loss function should be modified. As there are two types of sam-
ples(artificial samples and real samples) in our model, we define
two loss functions used in our model as follows:

YR (Api — Ad)?
K1

Z& (Rpi - Rﬂ')z
K

where £, denotes the first loss function from artificial samples; £,

denotes the second loss function from real samples; Rj; denotes

the predictive label of ith real sample; R;; denotes the true label of

L1 =M * (10)

Ly = (11)

nition Letters (2018), https://doi.org/10.1016/j.patrec.2018.07.028

Please cite this article as: X. Ning et al., Rating prediction via generative convolutional neural networks based regression, Pattern Recog-




JID: PATREC

[m5G;August 4, 2018;16:6]

X. Ning et al./Pattern Recognition Letters 000 (2018) 1-9 5

ith real sample; K; and K, denotes the total number of real sam-
ples and artificial samples respectively; Ay denotes the predictive
label of ith artificial sample; A;; denotes the artificial labels of ith
artificial sample; f¢(0-1) tunes the weight of £, balanced with £,
during the training process

2.34. Network training

The artificial feature generator G; and discriminator are trained
via back-propagation while the artificial label generator G, requires
no training at all. Adaptive Moment Estimation (Adam) optimizer
[9] is used in the training process which is a method that com-
putes adaptive learning rates for each parameter.

Adam optimizer is demonstrated empirically to show that con-
vergence meets the good performance fast especially in CNN based
network.

As we have two loss functions(£; and £,) from real samples
and artificial samples, the discriminator is trained iteratively by
them to achieve a satisfactory prediction performance. By doing
so, we can augment the available training samples to train a better
discriminator. The weight 1 in loss function £y is used to balance
the impact of artificial samples on the discriminator training pro-
cess. In comparison, the feature generator G; is trained only with
artificial samples(£q). The Gy generator evolves subsequently fol-
lowing the discriminator using £1 and updates its parameters via
back-propagation to produce highly realistic artificial features. It is
notable that the evolution of generator G; will also improve the
training effect of the discriminator.

Via the optimization process of two loss functions, feature gen-
erator Gy will learn how to generate high-quality artificial samples
which is highly similar to the real samples, and discriminator will
learn to predict the final labels accurately.

3. Experiments

In this section, we will describe the dataset in Section 3.1,
and detail the baseline methods and their parameters settings
in Section 3.2. Finally, the comparison results are shown in
Section 3.3.

3.1. Settings

Dataset. We collect the movie attributes from the IMDB dataset
in Kaggle and crawl the plot information from the IMDB web-
site. Totally, there are 5,004 movies, from which we only keep
movies with plot descriptions produced in the USA and get 2,571
movies. Each movie record contains attributes including facebook
likes of directors and cast, genres, country, MPAA rating,® release
date, budgets of the movie and box office records of directors and
actors. As we require the adequate history ratings and box office
of directors and actors, we only keep the 1471 movies released af-
ter 2003. It is notable that all the historical features of samples in
our dataset are only extracted from the previous movies whose re-
lease dates are earlier than the samples. By doing so, we can avoid
using any ‘future information’ in our dataset. Finally, we split the
movies into two part: training samples(1219 movies released be-
tween 2003-2013) and testing samples(252 movies released after
2013). The distribution of rating scores of all the dataset is shown
in Fig. 2. In order to avoid over-fitting in the testing samples, we
utilize five-fold cross-validation training of our model in training
samples.

& https://en.wikipedia.org/wiki/Motion_Picture_Association_of America_film_
rating_system# MPAA_film_ratings.
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Fig. 2. Score distribution of dataset.

3.2. Baseline methods

In this paper, we choose the following baseline methods and
tune their parameters to optimize the performance.

e Decision Tree Regression is a regression version of decision tree,
here we set max depth as 4;
* Random Forest Regressor is a regression version of random for-
est, here we set 200 estimators and max depth as 5
Gradientboosting is a prediction model in the form of an en-
semble of weak prediction models(decision tree), here we set
50 estimators, learning rate as 0.1, random state as None.
Adaptive Boosting(Adaboosting) with base estimator as decision
tree regressor, 50 estimators, learning rate as 0.5, loss function
as square, random state as None.
Extreme Gradient Boosting(Xgboosting) with 100 estimators,
learning rate as 0.8, subsample as 0.75, max depth as 5.
Support Vector Regression [1] The idea of SVR is based on the
computation of a linear regression function in a high dimen-
sional feature space where the input data are mapped via a
nonlinear function, here we set penalty parameter as 0.8, ep-
silon as 0.2, kernel function as ‘rbf(radial basis function).
KNN-based Regression method [17], where the average ratings
of the top K nearest neighbors are computed as the predictive
value for each movie according to the clustering results of KNN.
Specifically, we set K=7 as the neighbor number for the KNN-
based method;
Hypergraph Regression model is a modified regression version of
the hypergraph classification method [7], where we define a hy-
peredge by each movie and its 10 nearest neighbors to form a
hypergraph. The weight of each hyperedge is calculated using
the mean similarities of pairs in this hyperedge. Each movie
rating is calculated by the following equation:

N; 10
R,‘ = ZHJ ES,—k *Rk
j=1 k=1

where R; is the predicted rating of the ith movie, Nj is the num-
ber of hyperedges the ith movie belonging to, k ranges from 1
to 10 and denotes the movies in the same jth hyperedge with
movie i, H; denotes the corresponding hyperedge weight, Sy, de-
notes the similarities between the target movie and its neigh-
bors, and R;, denotes the rating of movie’s kth nearest neighbor;
Kernel-1 Regression method is a kernel-based approach for movie
box office prediction used in [3]. We borrow this approach in
our case and use the parameter setting recommended in the
paper. This approach can be regarded as an improved version
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of KNN regression which consists of three steps. The first step
is to measure the distances between the new sample with all
samples in training dataset. Different from KNN, the kernel ap-
proach calculates a weighted Euclidean distance between two
feature vectors, which assign a ‘feature weight’ V; for the jth
feature in the feature vector. The second step is to normalize
each distance by all the pairwise distances with a scaling pa-
rameter 6. Both the ‘feature weight’ vector V and the scaling
parameter & are randomly initialized and calibrated via mini-
mizing the final loss function.

Deep Belief Network Regression A deep belief network is pro-
posed by Hinton where deep belief network is placed at the
bottom for unsupervised feature learning with a linear regres-
sion layer at the top of supervised prediction. We set three hid-
den layers (with 110,200,330 units in each layer).

Multiple Layer Perception(MLP) with three layers (100,300,1 neu-
rons in each layer), number of iterations as 1200.

One Dimensional Convolutional Neural Network(1DCNN) [11] with
three layers: one convolutional layer(number of filters as 4, fil-
ter length as 3, stride as 1), two fully-connected layer (300 and
1 neurons in them), learning rate as 0.003.

Long short term memory neural network(LSTM) with three
layers(input layer, LSTM layer, output layer). The forget
bias(controls the percentage of the cell ‘memory’) is set as 0.7,
number of neurons in each layer is set as 40.

Long short term memory neural network based linear
regression(LSTM-LR) with linear regression as the final out-
put layer. It utilizes the feature extracted from LSTM as input
of linear regression. The parameters in LSTM layer is the same
as the LSTM.

One Dimensional Convolutional Neural Network with Support Vec-
tor Regressor(1DCNN-SVR) is the regression version of Huang's
work [6] which utilizes the support vector regressor to replace
the output layer of IDCNN. The parameters are set same as the
1DCNN with support vector regressor.

Parameter tuning. We conducted extensive experiments to deter-
mine the optimal configuration of parameters for our model. There
are two types of parameters in our model: the first type includes
weights and biases in the model layers, which can be initiated
randomly and learned afterwards from each iteration; the second
type includes the parameters that should be configured manually.
In particular, we select 12 most common hyper-parameters for our
model, namely the number of seed vectors in feature generator(G)
Nseed, the length of the seed vector Lseed, the number of neurons
in the first fully connected layer in G; N1, the number of nearest
neighbors of the generated feature in label generator G, K; num-
ber of independent filters in convolutional layer of discriminator
Fn, the length of filter FI, stride of filter Fs, max-filter length Pl and
stride size Ps in max pooling layer of discriminator, the number of
neurons of first fully connected layer in discriminator N3, dropout
probability Kp, learning rate Ir, the weight between two loss func-
tions f¢. Since the weight W and bias b in each neural layer can
be learned automatically via the evolution of model network, we
focus on tuning the hyper-parameter: Nseed, N1, K, Fn, Fl, Fs, Pl, Ps,
N3, Kp, Ir, E. Finally, we set Nseed = 1200, Lseed = 100, N1 = 300,
K=3, Fn=4,Fl=3 Fs=1, Pl =3, Ps=1, N3 =500, Kp=0.96.
Ir=0.001, . =0.9.

3.3. Comparison results

The aim of our model is to accurately predict the ratings of
movies before they are released. As mentioned in the dataset part,
we design our experiments by choosing the movies released be-
tween 2003 and 2013 as training samples and leave the movies
released after 2013 as testing samples.

Table 1

Holdout Predictive Performances on 252 Movies Released After 2013 un-
der different percentage of training dataset; MSE = mean square error;
MLP = Multiple Layer Perception; 1DCNN = one dimensional convolu-
tional neural network; DBN = Deep belief network; 1DCNN-SVR = One
dimensional convolutional nueral network based support vector regres-
sion; LSTM = Long short term memory neural network; LSTM-LR = Long
short term memory neural network based linear regression.

Experimental Methods MSE(50%)  MSE(75%)  MSE(100%)
Multiple Regression 0.835 0.833 0.825
KNN Regression 0.862 0.838 0.835
Hypergrah Regression [7] 0.832 0.804 0.776
Kernel-1 [3] 0.88 0.86 0.848
Support Vector Regression 1.032 0.997 0.93
Decision Tree Regression 1.03 0.9 0.88
Random Forest Regression ~ 0.85 0.79 0.74
Adaboosting 0.91 0.874 0.867
Xgboosting 0.849 0.758 0.737
Gradientboosting 0.774 0.744 0.728
DBN 0.801 0.788 0.765
MLP 0.761 0.736 0.718
LSTM 0.77 0.755 0.721
LSTM-LR 0.766 0.744 0.701
1DCNN 0.743 0.722 0.693
1DCNN-SVR 0.755 0.741 0.722
Ours 0.71 0.676 0.628

We apply different percentages (50%,75%,100%) of training data
to train all the models and predict the rating values of testing sam-
ples respectively. We evaluate predictive performance of different
approaches by the mean squared error(MSE) on the movie ratings
and repeat each experiment three times to calculate the average
MSE. The results are shown in Table 2.

From the Table 1, we can find that our model consistently
outperforms all the comparison methods under different percent-
ages of training samples. Our model achieves 0.71,0.676 and 0.628
mean square error respectively under 50%, 75% and 100% train-
ing samples. Compared to 1DCNN which achieves the best perfor-
mance among all the comparison methods, our model improves
predictive performance by 4.4%, 6.3% and 9.3% respectively under
50%, 75% and 100% training samples. The five deep learning meth-
ods(MLP, LSTM, LSTM-LR, 1DCNN and 1DCNN-SVR) outperforms
other non-deep learning methods while deep belief network does
not present better performance. It is notable that the combination
of 1IDCNN and SVR{1DCNN-SVR) performs poorer than the base
1DCNN model which means the SVR component in neural network
is ineffective in our case. Among the non-neural network baselines,
gradient boosting achieves the best performance which is a bit
worse than the MLP method. The performance of 1DCNN is better
than the MLP consistently which confirms the effectiveness of con-
volutional layer. Besides the traditional regression performance in-
dex MSE, we also design another measurement index for compari-
son. We firstly calculate the absolute value Abserror of each predic-
tive error in testing samples. Then we set a threshold & and count
number of the testing samples whose Abserror is smaller than 6.
We call the number as ‘hit number’ and calculate the ratio(called
‘hit ratio’) between ‘hit number’ and total number of testing sam-
ples. It is notable that the ‘hit ratio’ is an important evaluation
metric in our experiment. Although MSE is a convincing metric
to evaluate the model performance, sometimes it does not reflect
the true result. For example, a certain model can get a relatively
small MSE by predicting all the ratings in a moderate error range,
in this case we can not regard it as an accurate rating predictor.
In this context, we regard ‘hit ratio’ as a supplementary index for
MSE. We show the ‘hit number’ and ‘hit ratio’ of all the models
under four different ¢ values(0.3, 0.5, 0.8, 1.0). The final results are
shown in Table 2. From this table we can find that the overall per-
formance of all methods is similar to MSE measurement while our
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Table 2

Holdout Predictive Performances on 252 Movies Released After 2013 under different per-
centage of training dataset; MSE = mean square error; MLP = Multiple Layer Perception;
1DCNN = one dimensional convolutional neural network; ; DBN = Deep belief network;
1DCNN-SVR = One dimensional convolutional nueral network based support vector re-
gression; LSTM = Long short term memory neural network; LSTM-LR = Long short term
memory neural network based linear regression.

Experimental methods 6(0.3) 6(0.5) 7(0.8) 6(1.0)
Multiple Regression 54(0.19) 90(0.357) 132(0.825)  175(0.694)
KNN Regression 70(0.27) 94(0.373) 138(0.547)  167(0.66)
Hypergrah Regression [7] 62(0.246) 103(0.408)  146(0.579) 184(0.73)
Kernel-1 [3] 73(0.289) 84(0.33) 143(0.567)  170(0.674)
Support Vector Regression ~ 50(0.198) 88(0.349) 118(0.468) 175(0.694)
Decision Tree Regression 64(0.253) 92(0.365) 139(0.551) 163(0.64)
Random Forest Regression 69(0.273) 102(0.404) 150(0.595) 180(0.714)
Adaboosting 57(0.22) 98(0.388) 136(0.539)  175(0.694)
Xgboosting 63(0.25) 102(0.404)  154(0.611) 183(0.726)
Gradientboosting 71(0.281) 107(0.424)  161(0.638)  184(0.730)
DBN 68(0.269) 101(0.40) 139(0.551) 166(0.658)
MLP 78(0.309) 113(0.448)  158(0.626)  185(0.731)
LSTM 80(0.317) 108(0.428)  152(0.603)  176(0.698)
LSTM-LR 83(0.329) 112(0.444)  155(0.615) 188(0.746)
1DCNN 89(0.353) 108(0.428)  170(0.674) 196(0.777)
1DCNN-SVR 75(0.297) 110(0.436) 165(0.654)  174(0.690)
Ours 109(0.432)  131(0.519) 184(0.73) 221(0.853)

model still achieves the best performance consistently over all the
6 values. The hit ratio of our model achieves 43.2%, 51.9%, 73% and
85% (0 = 0.3,0.5, 0.8, 1.0) which improves 7.9%, 9.1%, 6.4% and 7.6%
performance compared to the best baseline(1DCNN). It is notable
that the hit ratio of our model achieves up to 43.2% even though
the 6 is set as 0.3 which is a relatively small value. The hit ratio
results show that our model can indeed predict the movie ratings
at a high precision. From both the two tables, we can find that
our model outperforms the base IDCNN model consistently under
two different evaluation metrics which confirms the effectiveness
of the artificial samples generators(G; and G;).

Additionally, we also evaluate the trend of predictive perfor-
mance with varied values of eight hyper-parameters (learning rate
Ir, number of K nearest neighbors in G2 K, number of neurons in
N3 layer N3, numbers of neurons in N1 layer N1, number of seed
vectors Nseed, length of seed vector Lseed, values of weight in loss
L1, keep probability Kp). The results are shown in Fig.3. From the
figure, we can find that the hyper-parameter settings is important
to the final performance of our model. Among all the eight cho-
sen hyper-parameters, our model is more sensitive to number of K
nearest neighbors in G2, number of neurons in N3 layer and the
number of seed vectors than the other hyper-parameters. As for
the parameter pu, if it is less than the optimal value 0.8, the perfor-
mance of our model decreases significantly which means the bal-
ance between losses is very important. We can find the MSE can
fluctuate a lot if the hyper-parameter setting is set far away from
the optimal value.

Furthermore, we also show the training loss and testing mean
square error in Fig. 4(a). From this figure, we can find that both the
training loss and testing mse descend fast in the first 300 epochs
and slower in the following epochs. Finally, the training loss and
testing mse nearly converge to the same value which means the
overfitting problem is alleviated well by the artificial samples. Al-
though the experimental results in Tables 1 and 2 have already
shown the effectiveness of our model, we decide to further con-
firm effectiveness of artificial generators in our model by conduct-
ing ablation study. To conduct ablation study, we firstly compare
the predictive performance (testing mse) between our model and
discriminator which excludes the artificial generators(G; and G;).
The predictive performance of two models via the trend of epochs
are shown in Fig. 4(b). From this figure, we can clearly observe that
our model outperforms consistently than the discriminator without

artificial generators(approximately 0.07 lower in MSE value). We
also conduct another ablation study to confirm the effectiveness of
feature transformation(auto-encoder). We compare the predictive
performance of our model(with auto-encoder for feature transfor-
mation) and our model without autoencoder(using raw feature).
Similar to the artificial generators, we also show the predictive
performance of two models via the trend of epochs are shown in
Fig. 4(c). From the figure, we can find that our model can achieve
approximately 0.03 lower value in MSE compared to the model
excluding autoencoder. Comparing Fig. 4(b) and 4(c), we can find
that artificial generators play a more important role than the au-
toencoder in final predictive performance(decrease 0.07 and 0.03
in MSE value of final predictive performance).

3.4. Conclusion and future

In this paper, we present a generative convolutional neural net-
works based regression model for movie rating prediction before
a movie releases. The approach features using only movies’ intrin-
sic pillars which are all obtainable even before movie production,
for final the prediction. Owing to the limited number of available
movies (many movies lack plot information and adequate histori-
cal features), we propose the generative model that can increase
the training samples by generating high-quality artificial samples.
Our model consists of three components: artificial feature gener-
ator Gy, artificial label generator G, and discriminator where G,
and G, are used to generate artificial samples which can allevi-
ate the training samples size problem, the discriminator is a tradi-
tional 1IDCNN model which can capture the complex relationships
between different features.

Experimental results on IMDB dataset demonstrate that our
model outperforms a series of baseline methods on both two mea-
surement index MSE(0.628) and Hit ratio(85.3%). Additionally, we
also compare our model with discriminator only(partial model
which excludes the generator parts) during the whole training pro-
cess, the experimental results show that our model outperforms
the partial model consistently which confirms the effectiveness of
our sample generators(Gq, G, ). Furthermore, we also compare our
model with partial model excluding autoencoder during the whole
training process, the experimental result also show that the partial
model performs poorer than our model which confirms the effec-
tiveness of autoencoder.
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Fig. 3. (a) Trend of Performance Metrics with different learning rates; (b)Trend of
performance metrics with different number of K nearest neighbors regression in
label generator G,; (c)Trend of Performance Metrics with different length of seed
vector in Gy;(d) Trend of Performance Metrics with different numbers of neurons in
N3 layer; (e) Trend of Performance Metrics with different numbers of seed neurons
in Gy; (fTrend of Performance Metrics with different numbers of neurons in N1
layer; (g)Trend of Performance Metrics with different values of weight p; (h)Trend
of Performance Metrics with different values of keep probabilities.

whole training process; (b)comparison between the mean square error(MSE) of our
model and discriminator(excluding the artificial generators G; and G;) during the
whole training process;(c)comparison between the mean square errot(MSE) of our
model and the model excluding autoencoder during the whole training process.

Our current work focuses on exploiting the general attributes
and historical information of movies. In future work, we will take
the word of mouth ((such as discussion in twitter, facebook and
search activity in google)WOM) before the movie releases into con-
sideration to further improve the prediction accuracy. Additionally,
distinguishing the movies of which the ratings are improved by the
artificial ratings posted from paid posters can be an open research
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problem in the future. As our model achieves satisfactory perfor-
mance in this paper, it can also be extended to solve other predic-
tion tasks where the amount of training samples is limited.
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